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Methods and Algorithms for
Approximating the Gamma Function and
Related Functions. A survey. Part II:
Completely monotonic functions®

Cristinel Morticif

Abstract

In this survey we present our recent results on analysis of gamma
function and related functions. The results obtained are in the the-
ory of asymptotic analysis, approximation of gamma and polygamma
functions, or in the theory of completely monotonic functions. In the
second part of this survey we show how the theory of completely mono-
tonic functions can be used to establish sharp bounds for gamma and
related functions.
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1 Introduction and Motivation

By a completely monotonic function on an interval I we mean a function
z : I — R which admits derivatives of any order and satisifies the following
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inequalities for every x € I and integer n > 0 :

(=)™ 2 (z) > 0.

The definition and further properties of other classes of completely mono-
tonic functions (including (almost) completely monotonic, (almost) logarith-
mically completely monotonic, strongly completely monotonic, completely
monotonic of nth order) can be found for example in [6], [7], [15], [16], [29],
or [34].

Completely monotonic functions are of great help in the problem of ap-
proximating the function z itself as well the derivatives z(™. More precisely,
if we take into account that the derivative of z(™) keep constant sign and
consequently the function z(™ is monotone, z(™ (z) lies between z(™ (a) and
2" (b), as z runs between a and b.

Moreover, completely monotone functions involving gamma function pro-
vide sharp bounds for gamma and polygamma functions.

A tool for proving the complete monotonicity of a function is Bernstein-
Widder-Hausdorff theorem (see, e.g., [35, p. 161]) which states that a func-
tion is completely monotonic on (0, 00) if and only if the following integral
representation is valid for every z > 0 :

z(x) = /000 e tdu (t). (1)

Here p is a non-negative measure on [0, 00) such that the integral converges
for all x > 0.
The Euler gamma function is defined by the following formula for every

real x > 0: -
I'(z) :/ t*le7tdt,
0

while the logarithmic derivative of I' is called digamma (or psi) function,

6(a) = 5 (T (@) = 1.

Further derivatives ', 1", 4", ... are called tri-, tetra-, penta-gamma func-
tion, and in general, w(”) with n = 1,2, 3, ... are polygamma functions.

In order to prove the complete monotonicity of a function involving
gamma and polygamma functions on (0,00) using (1), the following inte-
gral representations are of main help:

1 1 -1 _—t
r x 1 2
xT_F(r)/O " eTdt (x>0, r>1) (2)
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= [ (G5 -5 @ @20

™ (3) = (1) / b %e—mdt (x>0, n>1). (3)
.

and

For further details, please see [1].
Usually to an approximation formula of the gamma function of type

Fz+1) ~w(z) (4)

in the sense that the ratio I' (z + 1) /w (z) tends to 1, as = approaches infin-
ity, the following function is attached:

I'(z+1)

F(z)=1In o (@)

: (5)
If F' (sometimes —F') is completely monotonic then important results related
to approximation formula (4) can be established. Let us assume for example
that F' is completely monotonic on [1,00), possible on (0,00). As F’ < 0,
the function F is strictly decreasing on [1,00). Thus F' (c0) < F'(z) < F'(1),
which can be rearranged in the form of the following double inequality valid
for every x € [1,00) :

a-w@)<z+1)<p-w(x).

Here the constants @ = exp F'(1) and f = exp F' (oc0) = 1 are the best
possible.

Furthermore, we can exploit the monotonicity of F’ to obtain sharp
bounds for the digamma function. Assuming that w is derivable, we get

F'(z) =9 (x+1) -

But F” > 0, so F’ is strictly increasing on [1,00), which can be written
as F' (1) < F'(z) < F'(00) . The following sharp inequalities hold true for
every real x € [1,00) :

W' (z)
w(x)’

<yYx+1)<f +

where o/ = F/ (1) and g’ = F' (c0) .
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These are the first illustration of our method for establishing sharp
bounds for gamma and digamma functions related to approximation for-
mula (4). In a similar manner inequalities for polygamma functions can be
stated using the nth derivative of F.

In conclusion the study of the monotonicity of the function F' associated
to an approximation formula (4) is of great importance in the theory of
approximation of gamma, polygamma and other related functions.

2 The Technique

In order to illustrate the technique, we present the results stated in [18].
Undoubtedly the most used formula for approximating large factorials is

Stirling’s formula
I'(z+1) ~V27mz (%) .

A slightly better result was proposed by Burnside (see, e.g. [5]):

r(x+1)~\/%(“1/2)z+é. (6)

e

It has been proved in [24] that the function
I'(z+1)

NeT <z+1/2>x+§ .

€

F(z)=In

associated to the Burnside formula is completely monotonic.
For sake of completness, we reproduce here a sketch of proof of the above
result stated in [24]. As

1 1 1
F(z)=InI'(z+1)—Inv2r — ($+2>1n<x+2) +x+§,

we obtain
F'(z)=v¢(x+1)—1In <x+;>

Using the recurrence formula

$le+1) =9 (@) + -

X
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(see, e.g., [1, p. 258]), we obtain

Fla) =)+ ~In (x—l—;)

then 1 1
F”(x)zi/’”(ﬁ)—p—ﬁ'
2

Using (2) and (3), we deduce that
" o te_mt > —uxt > —(m-&-l)t
F" (z) = —dt — te” "' dt — e 2)%dt,
o l—e 0 0

Y 00 e—(a:-‘,—l)t
Fla) = [ et

or

where )
@ (t) =t — e 3t (et — 1) .
2
The function ¢ is strictly decreasing, since ¢’ (t) = —%67%’5 (e%t — 1) < 0.
For t > 0, we have ¢ (t) < ¢(0) = 0. According to Bernstein- Widder-
Hausdorff theorem, —F" is strictly completely monotonic. using the defini-
tion, we obtain

(_1)71, (_F//) (n) > O,
for every integer n > 0. By replacing (—F”)(”) by (—F)"*?, we deduce
(—1)" F >0, (7)

for every integer n > 2. In order to finalize our proof, we have to show that
(7) is valid also for n =1 and n = 0.

In this sense, note that F’ is strictly decreasing, since F” < 0. But
lim, 00 F' (x) =0, so F' (z) > 0 and consequently, F' is strictly increasing.
Using the fact that lim,_,~ F () = 0, we deduce that F' < 0. This assures
the veridicity our assertion that —F' is strictly completely monotonic.

As applications of the complete monotonicity of —F', the following sharp
bounds for the gamma and digamma function were presented in [24] for
every real x > 1:

$+l J:-‘r% 1‘4—1 m-‘r%
w-\/27r< 2> §F(az+1)<v27r< 2) ,

(& (&
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where the constant w = e3/2 = (0.97323- -+ is best possible. For every

real > 1, it holds

_2
3V3m

ln<x+;>—i<¢)($)§hl<$+;>—i‘FCa

with best possible constant ( =1 — ln% —~v=0.01731---.
The same technique was used in [27] to prove the complete monotonicity
of a class of functions related to the following inequalities

1 1-3-5---(2n—1 1
(2n—1) n>1,

< , =
O I IR VETCR)

now called Kazarinoff’s inequalities. Please see further details in [4], [8], [9],
[12], [13]. Precisely, the function

Fa(w):lnf(aj—l—l)—lnF(x—i—;) —%ln(aj—l—a)

is completely monotonic when a € [O, ﬂ , while — Fy, is completely monotonic

when b € [%, oo) . The following integral representation is valid

. 0 to—(z+1+a)t
Fy (z) :/0 o e (t)dt,

where @, admits the following expansion in power series in ¢ :

(e}
Pa (t) = Zwktka
k=2
with
AN
wp=a"— [a+ = =.
F 2 2
It is stated in [27, Lemma 2.1] that wy, > 0, if a € [0, i] and wy < 0, if

a e [%, oo) , S0 the previuos assertions on complete montonicity of functions
F, are now proved. As a consequence, the following inequalities hold true
for every = > 1,

x+1<r($+1)<w x—i—l
4 "T'(z+3)~ 4’
and
7 x+1<1“(a: 1)< a:—i-}
2" T(z+3) 2’
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where the constants w = \/% =1.00930--- and p = \2/% =0.92132-.. are
best possible.
It is studied in [19] the following class of approximations for every real

parameter a :

1
r+a)\*t2
. )

F'(z+1) ~vy(a) :=V2mee < (8)
This class incorporates Stirling’s formula I' (z + 1) ~ v, (0) , Burnside’s for-

mula I'(x 4+ 1) ~ v, (%) , but also a recent formula discovered by Schuster
[32]

e

1 T+ 1 + 1 :H'E
I'(z+1)~V2me V12 <2\/ﬁ> ,
which can be written as

1 1
Fre+1)~vy | =+ — .
@t 1)~ (5 )
Schuster’s formula demonstrates the preoccupation of the researchers to find
increasingly better approximations of type (8). It is proven in [26] that the
best approximations possible (8) are I'(x +1) ~ v, (w) and I'(x +1) ~

vz (), where
_3—\/3 _3+\/§

The following result was presented in [18] relative to the functions associated
to (8):

w

I'(x+1)
-
V2mee@ (%“f“)“i

This function G, is completely monotonic when a € [0,w], while —Gy, is
completely monotonic when b € [%, C] . As a consequence of the complete
monotonicity of G, and —G¢, the following double inequalities are valid for
every x > 0 :

Gy (z)=In

z+1/2 z+1/2
\/27Te-e_w<$+w> <F(m+1)§a-\/27re-e_w<x+w> ,
e e

where o« = 1.07204 - - - , and

e

z+1/2 x+1/2
5'v2we-e<(xic) <F(m+1)§v2we-e<(x+c> ;



196 Cristinel Mortici

where = 0.98850---. By exploiting the monotonicity of G/, and _G/C’
the following sharp inequalities on digamma function were presented in [18,
Theorem 2.2]:

ln<x+3_\/§>+ V3 —T§¢($)+l<

6 6x+3—+V3 x

3-V3 V3
ln<m+ 5 >+6x+3—\/§

and

. +3+ﬁ V3 _
n|or —
6 6z +34+ V3

1 3+V3 V3
¢($)+x§1n<m+ 5 )—6x+3+\/§+0,

where 7 = 0.00724 - - - and ¢ = 0.00269- - - .
Furthermore using the monotonicity of Gy, and —GY¢, the following sharp

inequalities on trigamma function were estabilshed in [18, Theorem 2.3]:

6 B 6v/3
6x+3—-v3  (6z+3—3)
1 6 6v3
<y (z) - 5 < - V5 5 +A
z 643 — /3 (6£L’+3—\/§)
and
6 6v3 1
+ V3 5 —v <y (z)— 5 <
6 +3+3 (6x+3+\/§) x

6 6v/3
+ 2)
62 +3+V3  (62+3+3)

where A = 0.01612--- and v = 0.00436 - - - .
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As another example we present the following class of lower and upper
bounds for gamma function:

n"tle /21 <T(n+1) < n"tle /21
noe vent n R il
vn—a vn—p

where «, 8 are any real numbers. Sandor and Debnath [31] found (9) with
a =0, B = 1, while Batir [3] proposed better estimates using a = 1 —2mwe 2
and = 1/6.

Motivated by the fact that the double inequality (9) can be rearranged

27m(")n< n )1/2§n!<\/%(2)n< z )1/2, (10)

e n—a« n—_p

(9)

as

Mortici [21] introduced the class of approximations

T (n+1) ~ i (a,b) ::%(g)” (Zi‘;)lm. (11)

which enclose the previous formulas by Sandor and Debnath and Batir. It is
proven that the most accurate approximation (11) is obtained in a = 1/12,
b = —1/12 case. The corresponding approximation is better than those

arising in (9)-(10). The next comparison table shows the superiority of (11)
over

1/2
F(n+1)~ﬁn::\/%(2)n< " 1) ,

which is the best approximation among (9)-(10).

n In(kp/T'(n+1)) | In(pn/T (n+1))
25 1.13 x 107° 1.90 x 1077
50 2.80 x 1076 2.37 x 1078
100 | 6.97 x 1077 2.97 x 1079
1000 | 6.94 x 107? 2.97 x 10712

It is considered in [21] the function associated to approximation formula

(11):
I'(z+1)

vams (2)7 (2%) "

e 1
2

G(zx)=In

and it has been proved that —G is completely monotonic. As a direct con-
sequence of this fact, the following sharp inequalities are valid for every real
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x>1:

1/2 1\ 1/2
T —+ L x + =
w-V2rx (%) <x 112> <I'(x+1) < V2mx (%) (x 112> )

T =13 T =13

where w = e 216—17r =0.99754--- , and

! — ! <w(x)—<lnx—1> < ! - ! +
2@ty 20— 5) 2w) 2@t ) 2@-g)

WithT:—’y—f-%:0.00G’?O"' .

3 Further completely monotone functions

One of the first estimate for the remainder A, in the Stirling formula

n n
n! = v2mn (—) et
e

was presented by Robbins [30], who proved

#<A < —
12n +1 " 1o’

Increasingly better estimates were found by Maria [14], Nanjundiah, [28], or
Shi et al [33]. Representations of the form

I(z+1) =21 (E)x H@)/122

e

were introduced in the recent past. Shi et al [33] proved that 6 (z) is mono-
tonically increasing on [1, 00). This result was extended by Mortici [22], who
proved that 6 decreases monotonically on (0, 5) and increases monotonically
on (,00), where 5 = 0.34142... is the solution of the equation

Inl(z+1)+z¢(z+1)—InvV2r —2zxInz + 2z = 0.

1 0///

Moreover 6 is strictly convex on (0,00) and the function —z~ is com-

pletely monotonic on (0, 00).
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It has been studied in [20] the remainder w of the Burnside formula (6)

z+1/2
Fx+1)=+v2r (x—|—1/2> (@)

e

and stated that —w is completely monotonic, in particular w is concave.
Kecki¢ and Vasi¢ [10] presented the following double inequality

r*lev T (x) 2" 2eY
S 1

< 12
yy—lex - F(y) yy_EeZ’ ( )

for all x > y > 1, which can be rewritten as

eF(x)<eF(y) and eF(y)<eI‘(x).
rr—1/2 — yy71/2 yy—l - gzl

This becomes equivalent to the fact that the function
1
f(x) =2+ InT (z) - (aj — 2) Inx —Inv27m

is decreasing and the function
g@)=z+Inl(z)—(x—1)Inz

is increasing. It is proved in [23] that the functions f and ¢’ are completely
monotonic on (0,00) . As a direct consequence, Kecki¢-Vasi¢ inequality (12)
follows and it holds also for every x > y > 0. By using the monotonicity
of f/ and ¢, there are established the following sharp inequalities for every
real z > 1:

1 1
Inz— — —7< Inz— —
ne 5 T<¢(x)<lnz 57’

where the constant 7 = v — % = 0.07721--- is the best possible, and for
every real x > 1:

1 1
Inz——-<¢(z)<lnz--+o,
T x

where the constant 0 = —y 4+ 1 = 0.42278 - - - is the best possible.
In 1965, Minc and Sathre [17] have given one of the first estimates of the

expression ¢ (r) = (r!)l/r and the ratio ¢(r + 1)/¢(r) for every real r > 1 :

o(r+1)
¢ (r)

1
1< <1+ (13)
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Inequalities involving the function ¢ (1) are of interest in some branches of
pure and applied mathematics and they have important applications in the
theory of (0, 1)-matrices.

Mortici [25] improved (13) in the sense of the following inequality for
every x > 1:

I (z +2)Y/EHD N (42 + 4)/ @) < 1> -
. .

2z 14—
[ (z+1)Y° (4z)'/*
The corresponding function

2T (IL‘ + 1)1/(£E+1)
(z+ 1T (2)V/°

h(z)=xz(z+1)In

is considered and the complete monotonicity on (1,00) of A is established.
In particular A’ is positive, so h is strictly increasing. In consequence, for
every x > 1, we have h (1) < h(z). As h (1) = —In4, we obtain

2T (z + 1)/ @)

—In4d<z(xr+1)n
(@+1) (z+ 1T (z)/*

9

or
T (.Z' + 1)1/(1’+1)
T (ZE)I/I

=1 1
> 4a(z+1) <1 + > > 17
x

where the constant 4 is best possible. The obtained approximation formula

F(x+2)1/(x+1) (4$+4)1/(m+1) < 1>
T (z+1)Y* (42)"/* ’

is much better than Minc-Sathre. See [25].
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