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#### Abstract

In this note, we study the optimal control of a nonisothermal phase field system of Cahn-Hilliard type that constitutes an extension of the classical Caginalp model for nonisothermal phase transitions with a conserved order parameter. It couples a Cahn-Hilliard type equation with source term for the order parameter with the universal balance
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#### Abstract

law of internal energy. In place of the standard Fourier form, the constitutive law of the heat flux is assumed in the form given by the theory developed by Green and Naghdi, which accounts for a possible thermal memory of the evolution. This has the consequence that the balance law of internal energy becomes a second-order in time equation for the thermal displacement or freezing index, that is, a primitive with respect to time of the temperature. Another particular feature of our system is the presence of the source term in the equation for the order parameter, which entails further mathematical difficulties because the mass conservation of the order parameter is no longer satisfied. In this paper, we study the case that the double-well potential driving the evolution of the phase transition is given by the nondifferentiable double obstacle potential, thereby complementing recent results obtained for the differentiable cases of regular and logarithmic potentials. Besides existence results, we derive first-order necessary optimality conditions for the control problem. The analysis is carried out by employing the so-called deep quench approximation in which the nondifferentiable double obstacle potential is approximated by a family of potentials of logarithmic structure for which meaningful first-order necessary optimality conditions in terms of suitable adjoint systems and variational inequalities are available. Since the results for the logarithmic potentials crucially depend on the validity of the so-called strict separation property which is only available in the spatially two-dimensional situation, our whole analysis is restricted to the two-dimensional case.
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## 1 Introduction

Let $\Omega \subset \mathbb{R}^{2}$ be some open, bounded, and connected set having a smooth boundary $\Gamma:=\partial \Omega$ and the outward unit normal field $\mathbf{n}$. Denoting by $\partial_{\mathbf{n}}$ the directional derivative in the direction of $\mathbf{n}$, and putting, with a fixed final time $T>0$,

$$
Q_{t}:=\Omega \times(0, t) \text { and } \Sigma_{t}:=\Gamma \times(0, t) \text { for } t \in(0, T], \quad Q:=Q_{T}, \quad \Sigma:=\Sigma_{T}
$$

we study in this paper as state system the following initial-boundary value problem:

$$
\begin{align*}
& \partial_{t} \varphi-\Delta \mu+\gamma \varphi=f \quad \text { in } Q  \tag{1}\\
& \mu=-\Delta \varphi+\xi+F^{\prime}(\varphi)+a-b \partial_{t} w, \quad \xi \in \partial I_{[-1,1]}(\varphi), \quad \text { in } Q  \tag{2}\\
& \partial_{t t} w-\Delta\left(\kappa_{1} \partial_{t} w+\kappa_{2} w\right)+\lambda \partial_{t} \varphi=u \quad \text { in } Q  \tag{3}\\
& \partial_{\mathbf{n}} \varphi=\partial_{\mathbf{n}} \mu=\partial_{\mathbf{n}}\left(\kappa_{1} \partial_{t} w+\kappa_{2} w\right)=0 \quad \text { on } \Sigma  \tag{4}\\
& \varphi(0)=\varphi_{0}, \quad w(0)=w_{0}, \quad \partial_{t} w(0)=w_{1}, \quad \text { in } \Omega \tag{5}
\end{align*}
$$

The cost functional under consideration is given by

$$
\begin{align*}
& \mathcal{J}((\varphi, w), u):=\frac{\beta_{1}}{2} \int_{Q}\left|\varphi-\varphi_{Q}\right|^{2}+\frac{\beta_{2}}{2} \int_{\Omega}\left|\varphi(T)-\varphi_{\Omega}\right|^{2} \\
& +\frac{\beta_{3}}{2} \int_{Q}\left|w-w_{Q}\right|^{2}+\frac{\beta_{4}}{2} \int_{\Omega}\left|w(T)-w_{\Omega}\right|^{2} \\
& +\frac{\beta_{5}}{2} \int_{Q}\left|\partial_{t} w-w_{Q}^{\prime}\right|^{2}+\frac{\beta_{6}}{2} \int_{\Omega}\left|\partial_{t} w(T)-w_{\Omega}^{\prime}\right|^{2}+\frac{\nu}{2} \int_{Q}|u|^{2} \tag{6}
\end{align*}
$$

with nonnegative constants $\beta_{i}, 1 \leq i \leq 6$, and $\nu$, which are not all zero, and where $\varphi_{\Omega}, w_{\Omega}, w_{\Omega}^{\prime} \in L^{2}(\Omega)$ and $\varphi_{Q}, w_{Q}, w_{Q}^{\prime} \in L^{2}(Q)$ denote given target functions.

For the distributed control variable $u$, we choose as control space

$$
\begin{equation*}
\mathcal{U}:=L^{\infty}(Q) \tag{7}
\end{equation*}
$$

and the related set of admissible controls is given by

$$
\begin{equation*}
\mathcal{U}_{\mathrm{ad}}:=\left\{u \in \mathcal{U}: u_{\min } \leq u \leq u_{\max } \text { a.e. in } Q\right\} \tag{8}
\end{equation*}
$$

where we generally assume throughout the paper that

$$
\begin{equation*}
u_{\min }, u_{\max } \in L^{\infty}(Q) \quad \text { and } \quad u_{\min } \leq u_{\max } \text { a.e. in } Q . \tag{9}
\end{equation*}
$$

In particular, $\mathcal{U}_{\mathrm{ad}}$ is bounded in $L^{\infty}(Q)$.
In summary, the control problem under investigation can be reformulated as follows:
(P) $\min _{u \in \mathcal{U}_{\mathrm{ad}}} \mathcal{J}((\varphi, w), u)$ subject to the constraint that $(\varphi, \mu, \xi, w)$ solves the state system (1)-(5).

Let us now spend some comments on the state system (1)-(5), which is a formal extension of the nonisothermal Cahn-Hilliard system introduced
by Caginalp in [3] to model the phenomenon of nonisothermal phase segregation in binary mixtures (see also [2, 4] and the derivation in [1, Ex. 4.4.2, (4.44), (4.46)]); it corresponds to the Allen-Cahn counterpart analyzed in [18]. The unknowns in the state system have the following physical meaning: $\varphi$ is a normalized difference between the volume fractions of pure phases in the binary mixture (the dimensionless order parameter of the phase transformation, which should attain its values in the physical interval $[-1,1]$, where the extremes represent the pure phases of the mixture), $\mu$ is the associated chemical potential, and $w$ is the so-called thermal displacement (or freezing index), which is directly connected to the temperature $\vartheta$ (which in the case of the Caginalp model is actually a temperature difference) through the relation

$$
\begin{equation*}
w(\cdot, t)=w_{0}+\int_{0}^{t} \vartheta(\cdot, s) d s, \quad t \in[0, T] . \tag{10}
\end{equation*}
$$

Moreover, $\kappa_{1}$ and $\kappa_{2}$ in (3) stand for prescribed positive coefficients related to the heat flux, which is here assumed in the Green-Naghdi form (see [21, 22, 23, 24])

$$
\begin{equation*}
\mathbf{q}=-\kappa_{1} \nabla\left(\partial_{t} w\right)-\kappa_{2} \nabla w, \tag{11}
\end{equation*}
$$

which accounts for a possible previous thermal history of the phenomenon. Moreover, $\gamma$ is a positive physical constant related to the intensity of the mass absorption/production of the source, where the source term in (1) is $S:=f-\gamma \varphi$. This term reflects the fact that the system may not be isolated and a loss or production of mass is possible, which happens, e.g., in numerous liquid-liquid phase segregation problems that arise in cell biology [19] and in tumor growth models [20]. Notice that the presence of the source term entails that the property of mass conservation of the order parameter is no longer valid; in fact, from (1) it directly follows that the mass balance has the form

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{1}{|\Omega|} \int_{\Omega} \varphi(t)\right)=\frac{1}{|\Omega|} \int_{\Omega} S(t), \quad \text { for a.e. } t \in(0, T) \tag{12}
\end{equation*}
$$

where $|\Omega|$ denotes the Lebesgue measure of $\Omega$.
In addition to the quantities already introduced, $\lambda$ stands for the latent heat of the phase transformation, $a, b$ are physical constants, and the control variable $u$ is a distributed heat source/sink. Besides, $\varphi_{0}, w_{0}$, and $w_{1}$ indicate some given initial values. Moreover, the function $F$, whose derivative appears in (2), is assumed to be concave, typically of the form $F(r)=c_{1}-c_{2} r^{2}$ with $c_{1} \in \mathbb{R}, c_{2}>0$, while $\partial I_{[-1,1]}$ denotes the subdifferential of the indicator function $I_{[-1,1]}$ of the real interval $[-1,1]$, which is
given by

$$
\begin{equation*}
I_{[-1,1]}(r)=0 \quad \text { if }|r| \leq 1 \quad \text { and } \quad I_{[-1,1]}(r)=+\infty \quad \text { if }|r|>1 \tag{13}
\end{equation*}
$$

The potential

$$
\begin{equation*}
F_{2 o b s}(r)=I_{[-1,1]}(r)+F(r) \tag{14}
\end{equation*}
$$

with $F$ given as above, is then the typical double obstacle potential.
The state system (1)-(5) was recently analyzed in [9] concerning wellposedness and regularity (see the results cited below in Section 2); in [10] the corresponding optimal control problem ( $\mathbf{P}$ ) has been analyzed for the simpler differentiable case when the indicator function $I_{[-1,1]}$ occurring in (2) is replaced by either a regular function or by a logarithmic expression of the form

$$
\begin{equation*}
h_{\alpha}(r):=\alpha h(r), \tag{15}
\end{equation*}
$$

with $\alpha>0$, where

$$
h(r)= \begin{cases}(1+r) \ln (1+r)+(1-r) \ln (1-r) & \text { if }|r|<1  \tag{16}\\ 2 \ln (2) & \text { if } r \in\{-1,1\} \\ +\infty & \text { if }|r|>1\end{cases}
$$

Clearly, in this case the subdifferential inclusion (2) has to be replaced by the equation

$$
\begin{equation*}
\mu=-\Delta \varphi+h_{\alpha}^{\prime}(\varphi)+F^{\prime}(\varphi)+a-b \partial_{t} w \tag{17}
\end{equation*}
$$

For such logarithmic nonlinearities, in [10] results concerning existence of optimal controls, Fréchet differentiability of the control-to-state operator, and meaningful first-order necessary optimality conditions (in terms of the associated adjoint state problem and variational inequality) have been derived, at least in the spatially two-dimensional situation. In this paper, we complement the results of [10] by investigating the optimal control problem for the nondifferentiable double obstacle case. While the existence of optimal controls is not too difficult to show, the derivation of first-order necessary optimality conditions is a much more challenging task, since the existence of appropriate Lagrange multipliers cannot be derived from the standard theory. We therefore employ the so-called deep quench approximation, which has been successfully applied in a number of Allen-Cahn or Cahn-Hilliard systems (see, e.g., $[6,8,12,14,15,16,17,25]$ ). The general strategy of this approach is the following. At first, we observe the following facts: it is readily seen that

$$
\begin{equation*}
\lim _{\alpha \searrow 0} h_{\alpha}(r)=I_{[-1,1]}(r) \quad \forall r \in \mathbb{R} . \tag{18}
\end{equation*}
$$

Moreover, $h^{\prime}(r)=\ln \left(\frac{1+r}{1-r}\right)$ and $h^{\prime \prime}(r)=\frac{2}{1-r^{2}}$, and thus

$$
\begin{align*}
& \lim _{\alpha \searrow 0} h_{\alpha}^{\prime}(r)=0 \quad \text { for all } r \in(-1,1) \\
& \lim _{\alpha \searrow 0}\left(\lim _{r \searrow-1} h_{\alpha}^{\prime}(r)\right)=-\infty, \quad \lim _{\alpha \searrow 0}\left(\lim _{r \nearrow 1} h_{\alpha}^{\prime}(r)\right)=+\infty . \tag{19}
\end{align*}
$$

Hence, we may regard the graphs of the single-valued $\alpha$-dependent functions $h_{\alpha}^{\prime}$ over the interval $(-1,1)$ as approximations to the graph of the subdifferential $\partial I_{[-1,1]}$ from the interior of $(-1,1)$ (in contrast to the exterior approximation obtained via the Moreau-Yosida approach).

In view of the convergence properties (18) and (19), it is to be expected that the solutions to the approximating system (1), (17), (3)-(5) converge in a suitable topology to the solution of the state system (1)-(5) as $\alpha \searrow 0$, and a similar behavior ought to be true for the corresponding minimizers of the associated optimal control problems. It is then hoped that it is possible to pass to the limit as $\alpha \searrow 0$ in the first-order necessary optimality conditions for the approximating control problems in order to establish first-order conditions also for the double obstacle case. It turns out that this general strategy works with suitable modifications. Let us stress at this point that our approach makes use of the results obtained for the logarithmic case investigated in [10]; since in that case the derivation of differentiability properties of the associated control-to-state operator was only possible under the premise that the order parameter $\varphi$ satisfies the so-called strict separation property (meaning that $\varphi$ attains its values in a compact subset of $(-1,1)$ ), and since this property could only be shown in the spatially two-dimensional case, our analysis does not apply to three-dimensional domains $\Omega$.

The plan of the paper is as follows. The next section is devoted to collect previous results concerning the well-posedness of the state system. Then, in Section 3 and Section 4, we investigate the convergence properties of the deep quench approximations and of the associated optimal controls. The final section brings the derivation of first-order necessary conditions of optimality for the problem (P) by employing the strategy explained above.

Prior to this, let us fix some notation. For any Banach space $X$, we denote by $\|\cdot\|_{X}, X^{*}$, and $\langle\cdot, \cdot\rangle_{X}$, the corresponding norm, its dual space, and the related duality pairing between $X^{*}$ and $X$. For two Banach spaces $X$ and $Y$ that are both continuously embedded in some topological vector space $Z$, we introduce the linear space $X \cap Y$, which becomes a Banach space when equipped with its natural norm $\|v\|_{X \cap Y}:=\|v\|_{X}+\|v\|_{Y}$, for $v \in X \cap Y$. A special notation is used for the standard Lebesgue and Sobolev
spaces defined on $\Omega$. For every $1 \leq p \leq \infty$ and $k \geq 0$, they are denoted by $L^{p}(\Omega)$ and $W^{k, p}(\Omega)$, with the associated norms $\|\cdot\|_{L^{p}(\Omega)}=\|\cdot\|_{p}$ and $\|\cdot\|_{W^{k, p}(\Omega)}$, respectively. If $p=2$, they become Hilbert spaces, and we employ the standard convention $H^{k}(\Omega):=W^{k, 2}(\Omega)$. For convenience, we also set

$$
H:=L^{2}(\Omega), \quad V:=H^{1}(\Omega), \quad W:=\left\{v \in H^{2}(\Omega): \partial_{\mathbf{n}} v=0 \text { on } \Gamma\right\}
$$

For simplicity, we use the symbol $\|\cdot\|$ for the norm in $H$ and in any power thereof, and we denote by $(\cdot, \cdot)$ and $\langle\cdot, \cdot\rangle$ the inner product in $H$ and the dual pairing between $V^{*}$ and $V$. Observe that the embeddings $W \subset V \subset$ $H \subset V^{*}$ are dense and compact. As usual, $H$ is identified with a subspace of $V^{*}$ to have the Hilbert triplet $\left(V, H, V^{*}\right)$ along with the identity

$$
\langle u, v\rangle=(u, v) \quad \text { for every } u \in H \text { and } v \in V
$$

Next, for a generic element $v \in V^{*}$, we define its generalized mean value $\bar{v}$ by

$$
\begin{equation*}
\bar{v}:=\frac{1}{|\Omega|}\langle v, \mathbf{1}\rangle, \tag{20}
\end{equation*}
$$

where 1 stands for the constant function that takes the value 1 in $\Omega$. It is clear that $\bar{v}$ reduces to the usual mean value if $v \in H$. The same notation $\bar{v}$ is employed also if $v$ is a time-dependent function.

To conclude, for normed spaces $X$ and $v \in L^{1}(0, T ; X)$, we define the convolution products

$$
\begin{equation*}
(\mathbf{1} * v)(t):=\int_{0}^{t} v(s) \mathrm{d} s, \quad(\mathbf{1} \circledast v)(t):=\int_{t}^{T} v(s) \mathrm{d} s, \quad t \in[0, T] \tag{21}
\end{equation*}
$$

## 2 General assumptions and the state system

For the remainder of this paper, we make the following general assumptions besides (8) and (9).
(A1) The structural constants $\gamma, a, b, \kappa_{1}, \kappa_{2}$, and $\lambda$ are positive.
(A2) It holds $F \in C^{3}(\mathbb{R})$, and $F^{\prime}$ is Lipschitz continuous on $\mathbb{R}$.
(A3) $f \in H^{1}(0, T ; H) \cap L^{\infty}(Q), \quad w_{0} \in V, \quad w_{1} \in W$.
(A4) $\varphi_{0} \in H^{4}(\Omega) \cap W$ satisfies $\Delta \varphi_{0} \in W$, and, with $\rho:=\frac{1}{\gamma}\|f\|_{L^{\infty}(Q)}$, we assume that all of the quantities

$$
\inf _{x \in \Omega} \varphi_{0}(x), \sup _{x \in \Omega} \varphi_{0}(x),-\rho-\left(\overline{\varphi_{0}}\right)^{-}, \rho+\left(\overline{\varphi_{0}}\right)^{+}
$$

belong to the interior of $(-1,1)$, where $(\cdot)^{+}$and $(\cdot)^{-}$denote the positive and negative part functions, respectively.
The analysis of the systems (1)-(5) and (1), (17), (3)-(5) has been the subject of investigation in [9]. As a special case of [9, Thm. 2.2], we have the following result for the initial-boundary value problem (1)-(5).
Theorem 1 Suppose that (8), (9) and (A1)-(A4) are fulfilled. Then the state system (1)-(5) has for every $u \in \mathcal{U}_{\mathrm{ad}}$ a weak solution $(\varphi, \mu, \xi, w)$ in the following sense: it holds

$$
\begin{align*}
& \varphi \in H^{1}(0, T ; V) \cap L^{\infty}(0, T ; W) \cap L^{\infty}\left(0, T ; W^{2, \sigma}(\Omega)\right)  \tag{22}\\
& \mu \in L^{\infty}(0, T ; V)  \tag{23}\\
& \xi \in L^{\infty}(0, T ; H) \cap L^{\infty}\left(0, T ; L^{\sigma}(\Omega)\right)  \tag{24}\\
& w \in H^{2}(0, T ; H) \cap W^{1, \infty}(0, T ; V) \tag{25}
\end{align*}
$$

where $\sigma$ is arbitrary in $(2, \infty)$, and we have the variational identities

$$
\begin{align*}
& \int_{\Omega} \partial_{t} \varphi v+\int_{\Omega} \nabla \mu \cdot \nabla v+\gamma \int_{\Omega} \varphi v=\int_{\Omega} f v \\
& \quad \text { for every } v \in V \text { and a.e. } t \in(0, T),  \tag{26}\\
& \int_{\Omega} \mu v=\int_{\Omega} \nabla \varphi \cdot \nabla v+\int_{\Omega} \xi v+\int_{\Omega}\left(F^{\prime}(\varphi)+a-b \partial_{t} w\right) v \quad \text { for every } v \in V \\
& \text { and a.e. } t \in(0, T), \text { with } \xi \in \partial I_{[-1,1]}(\varphi) \text { a.e. in } Q  \tag{27}\\
& \int_{\Omega} \partial_{t t} w v+\int_{\Omega} \nabla\left(\kappa_{1} \partial_{t} w+\kappa_{2} w\right) \cdot \nabla v+\lambda \int_{\Omega} \partial_{t} \varphi v=\int_{\Omega} u v \\
& \text { for every } v \in V \text { and a.e. } t \in(0, T),  \tag{28}\\
& \varphi(0)=\varphi_{0}, \quad w(0)=w_{0}, \quad \partial_{t} w(0)=w_{1} . \tag{29}
\end{align*}
$$

Moreover, the solution components $\varphi$ and $w$ are uniquely determined, that is, whenever $\left(\varphi_{i}, \mu_{i}, \xi_{i}, w_{i}\right), i=1,2$, are two such solutions, then $\varphi_{1}=\varphi_{2}$ and $w_{1}=w_{2}$.

Remark 1 By continuous embedding, we have $\varphi, w, \partial_{t} w \in C^{0}([0, T] ; H)$ so that the evaluations $\varphi(0), w(0), \partial_{t} w(0)$ and $\varphi(T), w(T), \partial_{t} w(T)$ are meaningful. Moreover, since the solution components $\varphi$ and $w$ are uniquely determined, the cost functional (6) is well defined on $\mathcal{U}_{\mathrm{ad}}$. Besides, let us remark
that the exponent $\sigma$ appearing above is more general than $\sigma=6$ which was stated in [9, Thm. 2.2]. This is due to the fact that here we only focus on the two-dimensional case, where the continuous embedding $V \subset L^{\sigma}(\Omega)$ is true for any $\sigma \in(2, \infty)$ (the case $\sigma \in[1,2]$ is already ensured by the regularities $\varphi \in L^{\infty}(0, T ; W)$ and $\left.\xi \in L^{\infty}(0, T ; H)\right)$ instead of the three-dimensional embedding $V \subset L^{6}(\Omega)$.

For the deep quench approximations, we have the following stronger result.

Theorem 2 Suppose that (8), (9) and (A1)-(A4) are satisfied. Then the system (1), (17), (3)-(5) has for every $u \in \mathcal{U}_{\mathrm{ad}}$ and every $\alpha>0$ a unique solution $\left(\varphi_{\alpha}, \mu_{\alpha}, w_{\alpha}\right)$ such that

$$
\begin{align*}
& \varphi_{\alpha} \in W^{1, \infty}(0, T ; H) \cap H^{1}(0, T ; W) \cap L^{\infty}\left(0, T ; W^{2, \sigma}(\Omega)\right),  \tag{30}\\
& \mu_{\alpha} \in L^{\infty}(0, T ; V) \cap L^{\infty}(Q),  \tag{31}\\
& h_{\alpha}^{\prime}\left(\varphi_{\alpha}\right) \in L^{\infty}(Q),  \tag{32}\\
& w_{\alpha} \in H^{2}(0, T ; H) \cap C^{1}([0, T] ; V), \tag{33}
\end{align*}
$$

for arbitrary $\sigma \in(1, \infty)$. Moreover, there exists a constant $K_{1}(\sigma)>0$, which depends only on the structure of the system, $\Omega, T$, the norms of the data, and the choice of $\sigma \in[2, \infty)$, such that

$$
\begin{align*}
& \left\|\varphi_{\alpha}\right\|_{H^{1}(0, T ; V) \cap L^{\infty}\left(0, T ; W^{2, \sigma}(\Omega)\right)}+\left\|\mu_{\alpha}\right\|_{L^{\infty}(0, T ; V)} \\
& \quad+\left\|h_{\alpha}^{\prime}\left(\varphi_{\alpha}\right)\right\|_{L^{\infty}\left(0, T ; L^{\sigma}(\Omega)\right)}+\left\|w_{\alpha}\right\|_{H^{2}(0, T ; H) \cap C^{1}([0, T] ; V)} \leq K_{1}(\sigma) \tag{34}
\end{align*}
$$

whenever $\alpha \in(0,1]$ and $u \in \mathcal{U}_{\mathrm{ad}}$. In addition, for every $\alpha>0$ there holds the strict separation property, i.e., there exist constants $-1<r_{*}(\alpha)<r^{*}(\alpha)<$ 1, which depend only on the structure of the system, $\Omega, T$, and the norms of the data, such that for every $u \in \mathcal{U}_{\mathrm{ad}}$ it holds

$$
\begin{equation*}
r_{*}(\alpha) \leq \varphi_{\alpha}(x, t) \leq r^{*}(\alpha) \quad \forall(x, t) \in \bar{Q} \tag{35}
\end{equation*}
$$

Proof. Existence, uniqueness and the regularity properties (30)-(33) of the solution follow directly from [10, Thms. 2.1 and 2.4]. Moreover, [10, Thm. 2.4] also yields the existence of constants $-1<r_{*}(\alpha) \leq r^{*}(\alpha)<1$ such that the inequality in (35) holds true at least for almost every $(x, t) \in Q$. But since $H^{1}(0, T ; W)$ is continuously embedded in $C^{0}(\bar{Q})$, we have $\varphi_{\alpha} \in C^{0}(\bar{Q})$, so that the pointwise condition (35) is in fact valid.

It remains to show the existence of a constant $K_{1}(\sigma)$ satisfying (34). To this end, we recall the proof of [9, Thm. 2.5] (cf. also [10, Thm. 2.1 and

Rem. 2.3]). The strategy employed there was to approximate the system (1), (17), (3)-(5) by replacing the nonlinearities $h_{\alpha}$ by their Moreau-Yosida approximations $h_{\alpha, \varepsilon}$ at the level $\varepsilon>0$. For sufficiently small $\varepsilon>0$, existence, uniqueness, and uniform estimates could be shown for the approximating system at the level $\varepsilon>0$. Now observe that we have, for every $\alpha \in(0,1]$ and every $\varepsilon>0$,

$$
\begin{aligned}
& 0 \leq h_{\alpha, \varepsilon}(r) \leq h_{\alpha}(r) \leq h(r) \quad \forall r \in \mathbb{R} \\
& \left|h_{\alpha, \varepsilon}^{\prime}(r)\right| \leq\left|h_{\alpha}^{\prime}(r)\right| \leq\left|h^{\prime}(r)\right| \quad \forall r \in(-1,1)
\end{aligned}
$$

A closer inspection of the estimates performed in the cited proofs now reveals that the above uniform estimates, combined with the boundedness of $\mathcal{U}_{\text {ad }}$ and the fact that $\alpha \in(0,1]$, have the consequence that all of the bounds derived in the cited proofs for the approximations at the level $\varepsilon>0$ can in fact be made uniformly with respect to the choice of $\alpha \in(0,1]$. Since all these estimates are also uniform with respect to sufficiently small $\varepsilon>0$, they persist under the passage to the limit as $\varepsilon \searrow 0$, thanks to the semicontinuity of norms. This concludes the proof.

Remark 2 The above well-posedness result in fact refers to the natural variational form (26) of the homogeneous Neumann problem for equation (1), due to the low regularity of $\mu_{\alpha}$ specified in (31). However, thanks to (30), (A3), and the elliptic regularity theory, it is clear that $\mu_{\alpha} \in L^{\infty}(0, T ; W)$ as well, so that we actually can write (1) in its strong form.

Let us conclude this section by collecting some useful tools that will be employed later on. We make frequent use of the Young, Poincaré-Wirtinger and compactness inequalities:

$$
\begin{align*}
& a b \leq \delta a^{2}+\frac{1}{4 \delta} b^{2} \quad \text { for every } a, b \in \mathbb{R} \text { and } \delta>0  \tag{36}\\
& \|v\|_{V} \leq C_{\Omega}(\|\nabla v\|+|\bar{v}|) \quad \text { for every } v \in V  \tag{37}\\
& \|v\| \leq \delta\|\nabla v\|+C_{\Omega, \delta}\|v\|_{*} \quad \text { for every } v \in V \text { and } \delta>0, \tag{38}
\end{align*}
$$

where $C_{\Omega}$ depends only on $\Omega, C_{\Omega, \delta}$ depends on $\delta$, in addition, and $\|\cdot\|_{*}$ is the norm in $V^{*}$ to be introduced below (see (41)).

Next, we recall an important tool which is commonly used when working with problems connected to the Cahn-Hilliard equation. Consider the weak formulation of the Poisson equation $-\Delta z=\psi$ with homogeneous Neumann boundary conditions. Namely, for a given $\psi \in V^{*}$ (and not necessarily in $H$ ),
we consider the problem:

$$
\begin{equation*}
\text { Find } \quad z \in V \quad \text { such that } \int_{\Omega} \nabla z \cdot \nabla v=\langle\psi, v\rangle \quad \text { for every } v \in V \tag{39}
\end{equation*}
$$

Since $\Omega$ is connected and regular, it is well known that the above problem admits a family of solutions $z$ if and only if $\psi$ has zero mean value; among the solutions $z$ there is only one with zero mean value. Hence, we can introduce the associated solution operator $\mathcal{N}$, which turns out to be an isomorphism between the following spaces, by

$$
\begin{equation*}
\mathcal{N}: \operatorname{dom}(\mathcal{N}):=\left\{\psi \in V^{*}: \bar{\psi}=0\right\} \rightarrow\{z \in V: \bar{z}=0\}, \quad \mathcal{N}: \psi \mapsto z \tag{40}
\end{equation*}
$$

where $z$ is the unique solution to (39) satisfying $\bar{z}=0$. Moreover, it follows that the formula

$$
\begin{equation*}
\|\psi\|_{*}^{2}:=\|\nabla \mathcal{N}(\psi-\bar{\psi})\|^{2}+|\bar{\psi}|^{2} \quad \text { for every } \psi \in V^{*} \tag{41}
\end{equation*}
$$

defines a Hilbert norm in $V^{*}$ that is equivalent to the standard dual norm of $V^{*}$. From the above properties, one can obtain the following identities:

$$
\begin{align*}
& \int_{\Omega} \nabla \mathcal{N} \psi \cdot \nabla v=\langle\psi, v\rangle \quad \text { for every } \psi \in \operatorname{dom}(\mathcal{N}), v \in V  \tag{42}\\
& \langle\psi, \mathcal{N} \zeta\rangle=\langle\zeta, \mathcal{N} \psi\rangle \quad \text { for every } \psi, \zeta \in \operatorname{dom}(\mathcal{N})  \tag{43}\\
& \langle\psi, \mathcal{N} \psi\rangle=\int_{\Omega}|\nabla \mathcal{N} \psi|^{2}=\|\psi\|_{*}^{2} \quad \text { for every } \psi \in \operatorname{dom}(\mathcal{N}) \tag{44}
\end{align*}
$$

as well as

$$
\begin{align*}
& \int_{t_{1}}^{t_{2}}\left\langle\partial_{t} v(s), \mathcal{N} v(s)\right\rangle \mathrm{d} s=\int_{t_{1}}^{t_{2}}\left\langle v(s), \mathcal{N}\left(\partial_{t} v(s)\right)\right\rangle \mathrm{d} s \\
& =\frac{1}{2}\left\|v\left(t_{2}\right)\right\|_{*}^{2}-\frac{1}{2}\left\|v\left(t_{1}\right)\right\|_{*}^{2} \tag{45}
\end{align*}
$$

which holds for all $t_{1}, t_{2} \in[0, T]$ with $t_{1} \leq t_{2}$ and every $v \in H^{1}\left(0, T ; V^{*}\right)$ having zero mean value.

Finally, without further reference later on, we are going to employ the following convention: the capital-case symbol $C$ is used to denote every constant that depends only on the structural data of the problem such as $\Omega, T, a, b, \kappa_{1}, \kappa_{2}, \gamma, \lambda$, the shape of the nonlinearities, and the norms of the involved functions. Therefore, its meaning may vary from line to line and even within the same line. In addition, when a positive constant $\delta$ enters the computation, then the related symbol $C_{\delta}$, in place of a general $C$, denotes constants that depend on $\delta$, in addition.

## 3 Deep quench approximation of states and optimal controls

We begin our analysis by proving a result that provides a qualitative comparison between the deep quench approximations associated with different values of $\alpha>0$.

Theorem 3 Suppose that (8), (9) and (A1)-(A4) are fulfilled, and let, for given $u \in \mathcal{U}_{\mathrm{ad}}$ and $0<\alpha_{1}<\alpha_{2} \leq 1$, the solutions to the deep quench system (1), (17), (3)-(5) given by Theorem 2 be denoted by $\left(\varphi_{\alpha_{i}}, \mu_{\alpha_{i}}, w_{\alpha_{i}}\right), i=1,2$. Then there is a constant $K_{2}>0$, which depends only on the data of the system, such that

$$
\begin{align*}
& \left\|\varphi_{\alpha_{1}}-\varphi_{\alpha_{2}}\right\|_{C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; V)}+\left\|w_{\alpha_{1}}-w_{\alpha_{2}}\right\|_{H^{1}(0, T ; H) \cap C^{0}([0, T] ; V)} \\
& \leq K_{2}\left(\alpha_{2}-\alpha_{1}\right)^{1 / 2} . \tag{46}
\end{align*}
$$

Proof. We set, for convenience,

$$
\begin{aligned}
& \varphi:=\varphi_{\alpha_{1}}-\varphi_{\alpha_{2}}, \quad \mu:=\mu_{\alpha_{1}}-\mu_{\alpha_{2}}, \quad w:=w_{\alpha_{1}}-w_{\alpha_{2}} \\
& \rho_{i}:=F^{\prime}\left(\varphi_{\alpha_{i}}\right) \text { for } i=1,2, \quad \rho:=\rho_{1}-\rho_{2} .
\end{aligned}
$$

Then $(\varphi, \mu, w)$ is a solution to the system which in its strong formulation reads as follows:

$$
\begin{array}{ll}
\partial_{t} \varphi-\Delta \mu+\gamma \varphi=0 & \text { in } Q, \\
\mu=-\Delta \varphi+h_{\alpha_{1}}^{\prime}\left(\varphi_{\alpha_{1}}\right)-h_{\alpha_{2}}^{\prime}\left(\varphi_{\alpha_{2}}\right)+\rho-b \partial_{t} w & \text { in } Q, \\
\partial_{t t} w-\Delta\left(\kappa_{1} \partial_{t} w+\kappa_{2} w\right)+\lambda \partial_{t} \varphi=0 & \text { in } Q, \\
\partial_{\mathbf{n}} \varphi(0)=\partial_{\mathbf{n}} \mu=\partial_{\mathbf{n}}\left(\kappa_{1} \partial_{t} w+\kappa_{2} w\right)=0 & \text { on } \Sigma, \\
\varphi(0)=w(0)=\partial_{t} w(0)=0 & \text { in } \Omega . \tag{51}
\end{array}
$$

We first observe that the mean values of $\varphi$ and $\partial_{t} \varphi$ vanish on $[0, T]$. Indeed, testing (47) by the constant function $\mathbf{1} /|\Omega|$ yields that

$$
\begin{equation*}
\frac{d}{d t} \bar{\varphi}(t)+\gamma \bar{\varphi}(t)=0 \quad \forall t \in(0, T], \quad \bar{\varphi}(0)=0 \tag{52}
\end{equation*}
$$

whence the claim readily follows. Therefore, the expression $\mathcal{N} \varphi$ is meaningful as an element of $V$. We now test (47) by $\mathcal{N} \varphi$, (48) by $\varphi$, and we integrate (49) with respect time over $[0, t]$ and test the resulting identity by $\frac{b}{\lambda} \partial_{t} w$. Then we add the three resulting equations to each other. Using
the properties (42)-(45), we find that four terms cancel, and it follows the identity

$$
\begin{align*}
& \frac{1}{2}\|\varphi(t)\|_{*}^{2}+\gamma \int_{0}^{t}\|\varphi(s)\|_{*}^{2} \mathrm{~d} s+\int_{Q_{t}}|\nabla \varphi|^{2}+\frac{b}{\lambda} \int_{Q_{t}}\left|\partial_{t} w\right|^{2} \\
& \quad+\frac{b \kappa_{1}}{2 \lambda} \int_{\Omega}|\nabla w(t)|^{2}+\int_{Q_{t}}\left(h_{\alpha_{1}}^{\prime}\left(\varphi_{\alpha_{1}}\right)-h_{\alpha_{1}}^{\prime}\left(\varphi_{\alpha_{2}}\right)\right) \varphi \\
& =-\int_{Q_{t}}\left(h_{\alpha_{1}}^{\prime}\left(\varphi_{\alpha_{2}}\right)-h_{\alpha_{2}}^{\prime}\left(\varphi_{\alpha_{2}}\right)\right) \varphi-\int_{Q_{t}} \rho \varphi-\frac{b \kappa_{2}}{\lambda} \int_{Q_{t}}(1 * \nabla w) \cdot \nabla \partial_{t} w \\
& =: I_{1}+I_{2}+I_{3} \tag{53}
\end{align*}
$$

with obvious meaning. Owing to the monotonicity of $h_{\alpha_{1}}^{\prime}$, the last term on the left-hand side is nonnegative. Moreover, thanks to the fact that $\varphi_{\alpha_{1}}$ and $\varphi_{\alpha_{2}}$ attain their values in $(-1,1)$, it follows from the convexity of $h$ that

$$
\begin{aligned}
& -\left(h_{\alpha_{1}}^{\prime}\left(\varphi_{\alpha_{2}}\right)-h_{\alpha_{2}}^{\prime}\left(\varphi_{\alpha_{2}}\right)\right) \varphi=\left(\alpha_{2}-\alpha_{1}\right) h^{\prime}\left(\varphi_{\alpha_{2}}\right) \varphi \\
& \leq\left(\alpha_{2}-\alpha_{1}\right)\left(h\left(\varphi_{\alpha_{1}}\right)-h\left(\varphi_{\alpha_{2}}\right)\right) \leq\left(\alpha_{2}-\alpha_{1}\right) 2 \ln (2)
\end{aligned}
$$

so that

$$
\begin{equation*}
I_{1} \leq\left(\alpha_{2}-\alpha_{1}\right) 2 \ln (2)|\Omega| T \tag{54}
\end{equation*}
$$

Moreover, invoking the Lipschitz continuity of $F^{\prime}$, as well as the compactness inequality (38), we conclude that

$$
\begin{align*}
\left|I_{2}\right| & \leq \int_{Q_{t}}\left|F^{\prime}\left(\varphi_{\alpha_{1}}\right)-F^{\prime}\left(\varphi_{\alpha_{2}}\right)\right||\varphi| \leq C \int_{Q_{t}}|\varphi|^{2} \\
& \leq \frac{1}{2} \int_{Q_{t}}|\nabla \varphi|^{2}+C \int_{0}^{t}\|\varphi(s)\|_{*}^{2} \mathrm{~d} s \tag{55}
\end{align*}
$$

It remains to estimate $I_{3}$. To this end, using the identity

$$
\int_{Q_{t}}(\mathbf{1} * \nabla w) \cdot \nabla\left(\partial_{t} w\right)=\int_{\Omega}(\mathbf{1} * \nabla w(t)) \cdot \nabla w(t)-\int_{Q_{t}}|\nabla w|^{2}
$$

the fact that $\|\mathbf{1} * \nabla w(t)\|^{2} \leq\left(\int_{0}^{t}\|\nabla w(s)\| \mathrm{d} s\right)^{2} \leq T \int_{Q_{t}}|\nabla w|^{2}$, as well as Young's inequality, we infer that

$$
\begin{equation*}
I_{3} \leq \frac{b \kappa_{1}}{4 \lambda}\|\nabla w(t)\|^{2}+C \int_{Q_{t}}|\nabla w|^{2} \tag{56}
\end{equation*}
$$

Combining (53)-(56), and invoking Gronwall's lemma, we have thus shown that

$$
\|\varphi\|_{L^{\infty}\left(0, T ; V^{*}\right)}^{2}+\|\nabla \varphi\|_{L^{2}(0, T ; H)}^{2}+\|w\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)}^{2} \leq C\left(\alpha_{2}-\alpha_{1}\right) .
$$

The assertion now follows from the fact that the $L^{2}(Q)$ norm of $\varphi$ can be estimated via the compactness inequality (38).

Theorem 4 Suppose that (8), (9) and (A1)-(A4) are fulfilled, and let sequences $\left\{\alpha_{n}\right\} \subset(0,1]$ and $\left\{u_{\alpha_{n}}\right\} \subset \mathcal{U}_{\text {ad }}$ be given such that $\alpha_{n} \searrow 0$ and $u_{\alpha_{n}} \rightarrow u$ weakly star in $L^{\infty}(Q)$ for some $u \in \mathcal{U}_{\mathrm{ad}}$. Moreover, let $\left(\varphi_{\alpha_{n}}, \mu_{\alpha_{n}}, w_{\alpha_{n}}\right)$ be the solution in the sense of Theorem 2 to the problem (1), (17), (3)-(5) with the control $u_{\alpha_{n}}$ and the convex function $h_{\alpha_{n}}$, for $n \in \mathbb{N}$. Then there exist a subsequence $\left\{\alpha_{n_{k}}\right\}$ and a solution $\left(\varphi^{0}, \mu^{0}, \xi^{0}, w^{0}\right)$ to the state system (1)-(5) such that, as $k \rightarrow \infty$,

$$
\begin{align*}
\varphi_{\alpha_{n_{k}}} \rightarrow \varphi^{0} \quad & \text { weakly star in } H^{1}(0, T ; V) \cap L^{\infty}\left(0, T ; W^{2, \sigma}(\Omega)\right) \\
& \text { and strongly in } C^{0}(\bar{Q}),  \tag{57}\\
\mu_{\alpha_{n_{k}}} \rightarrow \mu^{0} & \text { weakly star in } L^{\infty}(0, T ; V),  \tag{58}\\
h_{\alpha_{n_{k}}}^{\prime}\left(\varphi_{\alpha_{n_{k}}}\right) \rightarrow \xi^{0} \quad & \text { weakly star in } L^{\infty}\left(0, T ; L^{\sigma}(\Omega)\right),  \tag{59}\\
w_{\alpha_{n_{k}}} \rightarrow w^{0} & \text { weakly star in } H^{2}(0, T ; H) \cap W^{1, \infty}(0, T ; V) \\
& \text { and strongly in } C^{1}([0, T] ; H), \tag{60}
\end{align*}
$$

with $\sigma$ arbitrary in $[2, \infty)$.
Proof. By virtue of the global estimate (34), it follows the existence of the subsequence and of limits ( $\varphi^{0}, \mu^{0}, \xi^{0}, w^{0}$ ) such that (57)-(60) hold true. In this connection, the strong convergence result in (57) follows from standard compactness results (see, e.g., [26, Sect. 8, Cor. 4]). Observe that the strong convergence in (57) and the Lipschitz continuity of $F^{\prime}$ imply that $F^{\prime}\left(\varphi_{\alpha_{n_{k}}}\right) \rightarrow F^{\prime}\left(\varphi^{0}\right)$ strongly in $C^{0}(\bar{Q})$ as $k \rightarrow \infty$.

We then need to show that $\left(\varphi^{0}, \mu^{0}, \xi^{0}, w^{0}\right)$ is a solution to (1)-(5). Owing to the convergence properties (57)-(60), it is easily verified by passage to the limit as $k \rightarrow \infty$ that $\left(\varphi^{0}, \mu^{0}, \xi^{0}, w^{0}\right)$ satisfies the (equivalent) time-integrated version of the variational equalities in (26)-(28) with test functions $v \in$ $L^{2}(0, T ; V)$ for the control $u$. Also, the initial conditions in (29) follow easily from the weak convergences in (57) and (60). It remains to show that $\xi^{0} \in \partial I_{[-1,1]}\left(\varphi^{0}\right)$ almost everywhere in $Q$. For this purpose, we define on $L^{2}(Q)$ the convex functional

$$
\Phi(v)=\int_{Q} I_{[-1,1]}(v), \text { if } I_{[-1,1]}(v) \in L^{1}(Q), \text { and } \Phi(v)=+\infty, \text { otherwise. }
$$

It then suffices to show that $\xi^{0}$ belongs to the subdifferential of $\Phi$ at $\varphi^{0}$, i.e., that

$$
\begin{equation*}
\Phi(v)-\Phi\left(\varphi^{0}\right) \geq \int_{Q} \xi^{0}\left(v-\varphi^{0}\right) \quad \forall v \in L^{2}(Q) \tag{61}
\end{equation*}
$$

At this point, recall that $\varphi_{\alpha_{n_{k}}}(x, t) \in[-1,1]$, and thus also $\varphi^{0}(x, t) \in$ $[-1,1]$ in $\bar{Q}$. Consequently, $\Phi\left(\varphi^{0}\right)=0$. Now observe that in the case that $I_{[-1,1]}(v) \notin L^{1}(Q)$ the inequality (61) holds true since its left-hand side is infinite. If, however, $I_{[-1,1]}(v) \in L^{1}(Q)$, then obviously $v \in[-1,1]$ almost everywhere in $Q$, and it follows from (18) and Lebesgue's theorem of dominated convergence that

$$
\lim _{k \rightarrow \infty} \int_{Q} h_{\alpha_{n_{k}}}(v)=\Phi(v)=0
$$

Now, by the convexity of $h_{\alpha_{n_{k}}}$, and since $h_{\alpha_{n_{k}}}\left(\varphi_{\alpha_{n_{k}}}\right)$ is nonnegative, we have for all $v \in L^{2}(Q)$ that

$$
h_{\alpha_{n_{k}}}^{\prime}\left(\varphi_{\alpha_{n_{k}}}\right)\left(v-\varphi_{\alpha_{n_{k}}}\right) \leq h_{\alpha_{n_{k}}}(v)-h_{\alpha_{n_{k}}}\left(\varphi_{\alpha_{n_{k}}}\right) \leq h_{\alpha_{n_{k}}}(v) \quad \text { a.e. in } Q .
$$

Using (57) and (59), we thus obtain the following chain of (in)equalities:

$$
\begin{aligned}
\int_{Q} \xi^{0}\left(v-\varphi^{0}\right) & =\lim _{k \rightarrow \infty} \int_{Q} h_{\alpha_{n_{k}}}^{\prime}\left(\varphi_{\alpha_{n_{k}}}\right)\left(v-\varphi_{{\alpha_{n_{k}}}}\right) \\
& \leq \limsup _{k \rightarrow \infty} \int_{Q}\left(h_{\alpha_{n_{k}}}(v)-h_{\alpha_{n_{k}}}\left(\varphi_{\alpha_{n_{k}}}\right)\right) \\
& \leq \lim _{k \rightarrow \infty} \int_{Q} h_{\alpha_{n_{k}}}(v)=\Phi(v)=\Phi(v)-\Phi\left(\varphi^{0}\right)
\end{aligned}
$$

which shows the validity of (61). This concludes the proof.
Remark 3 Since, according to Theorem 1, the solution variables $\varphi^{0}$ and $w^{0}$ are uniquely determined, the convergence properties (57) and (60) actually hold for the entire sequences and not just for a subsequence.

Corollary 1 Suppose that (8), (9) and (A1)-(A4) are fulfilled, let $\left(\varphi^{0}, \mu^{0}\right.$, $\left.\xi^{0}, w^{0}\right)$ be a solution to (1)-(5) and $\left(\varphi_{\alpha}, \mu_{\alpha}, w_{\alpha}\right)$ be the solution to (1), (17), (3)-(5) associated with some $\alpha \in(0,1]$. Then, with the constant $K_{2}>0$ introduced in Theorem 3, we have

$$
\begin{align*}
& \left\|\varphi_{\alpha}-\varphi^{0}\right\|_{C^{0}\left([0, T] ; V^{*}\right) \cap L^{2}(0, T ; V)}+\left\|w_{\alpha}-w^{0}\right\|_{H^{1}(0, T ; H) \cap C^{0}([0, T] ; V)} \\
& \leq K_{2} \alpha^{1 / 2} \tag{62}
\end{align*}
$$

Proof. This is an immediate consequence of the uniqueness of $w^{0}$ and $\varphi^{0}$, if we put in (46) $\alpha_{2}=\alpha$ and pass to the limit as $\alpha_{1} \searrow 0$.

## 4 Existence and approximation of optimal controls

Beginning with this section, we study the optimal control problem (P) of minimizing the cost functional (6) subject to the state system (1)-(5) and the control constraint $u \in \mathcal{U}_{\mathrm{ad}}$, where (8) and (9) are generally assumed to be valid. In addition to (A1)-(A4), we impose the following general assumptions:
(A5) The coeffients $\beta_{1}, \ldots, \beta_{6}, \nu$ are nonnegative and not all equal to zero.
(A6) $\varphi_{\Omega}, w_{\Omega}, w_{\Omega}^{\prime} \in L^{2}(\Omega)$ and $\varphi_{Q}, w_{Q}, w_{Q}^{\prime} \in L^{2}(Q)$.
We compare the problem (P) with the following family of optimal control problems for $\alpha>0$ :
$\left(\mathbf{P}_{\alpha}\right)$ Minimize the cost functional (6) subject to the state system (1), (17), (3)-(5) and the control constraint $u \in \mathcal{U}_{\mathrm{ad}}$.

We expect that the minimizers of the control problems ( $\mathbf{P}$ ) and ( $\mathbf{P}_{\alpha}$ ) are closely related. Before giving an affirmative answer to this conjecture, we introduce for convenience the following control-to-state operators:
$\mathcal{S}: \mathcal{U}_{\mathrm{ad}} \ni u \mapsto(\varphi, w)$, where $\varphi, w$ are the first and fourth components of any solution to (1)-(5),
$\mathcal{S}_{\alpha}: \mathcal{U}_{\mathrm{ad}} \ni u \mapsto\left(\varphi_{\alpha}, w_{\alpha}\right)$, where $\varphi_{\alpha}, w_{\alpha}$ are the first and third components of the solution to $(1),(17),(3)-(5)$.

We then have the following result.
Proposition 1 Suppose that (8), (9) and (A1)-(A6) are fulfilled, and let sequences $\left\{\alpha_{n}\right\} \subset(0,1]$ and $\left\{u_{n}\right\} \subset \mathcal{U}_{\mathrm{ad}}$ be given such that $\alpha_{n} \searrow 0$ and $u_{n} \rightarrow u$ weakly star in $L^{\infty}(Q)$ for some $u \in \mathcal{U}_{\mathrm{ad}}$ as $n \rightarrow \infty$. Then we have

$$
\begin{align*}
\mathcal{J}(\mathcal{S}(u), u) & \leq \liminf _{n \rightarrow \infty} \mathcal{J}\left(\mathcal{S}_{\alpha_{n}}\left(u_{n}\right), u_{n}\right)  \tag{65}\\
\mathcal{J}(\mathcal{S}(v), v) & =\lim _{n \rightarrow \infty} \mathcal{J}\left(\mathcal{S}_{\alpha_{n}}(v), v\right) \quad \forall v \in \mathcal{U}_{\mathrm{ad}} \tag{66}
\end{align*}
$$

Proof. According to Theorem 4 and Remark 3, we have $\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right) \rightarrow \mathcal{S}(u)$ in the sense of (57) and (60), respectively. Then (65) follows from the semicontinuity properties of the cost functional. Now let $v \in \mathcal{U}_{\mathrm{ad}}$ be arbitrarily chosen. Applying Theorem 4 and Remark 3 to the constant sequence
$v_{n}=v, n \in \mathbb{N}$, we infer that $\mathcal{S}_{\alpha_{n}}(v) \rightarrow \mathcal{S}(v)$ in the sense of (57) and (60). In particular, this implies strong convergence of the sequences $\left\{\varphi_{\alpha_{n}}\right\},\left\{w_{\alpha_{n}}\right\}$ and $\left\{\partial_{t} w_{\alpha_{n}}\right\}$ in $C^{0}([0, T] ; H)$, by compact embedding. Since the first six summands of the cost functional are continuous with respect to the strong topology of $C^{0}([0, T] ; H)$, the validity of (66) follows.

We are now in a position to show the existence of minimizers for the control problem ( $\mathbf{P}$ ). We have the following result.

Corollary 2 Suppose that (8), (9), and (A1)-(A6) are fulfilled. Then the problem ( $\mathbf{P}$ ) admits at least one solution in $\mathcal{U}_{\mathrm{ad}}$.

Proof. We pick an arbitrary sequence $\left\{\alpha_{n}\right\} \subset(0,1]$ such that $\alpha_{n} \searrow 0$ as $n \rightarrow \infty$. By virtue of [9, Thm. 4.1], the problem ( $\mathbf{P}_{\alpha_{n}}$ ) has a solution $u_{\alpha_{n}} \in \mathcal{U}_{\text {ad }}$ with associated state $\left(\varphi_{\alpha_{n}}, \mu_{\alpha_{n}}, w_{\alpha_{n}}\right)$ and $\xi_{\alpha_{n}}:=h_{\alpha_{n}}^{\prime}\left(\varphi_{\alpha_{n}}\right)$ for $n \in \mathbb{N}$. Since $\mathcal{U}_{\text {ad }}$ is bounded in $L^{\infty}(Q)$, we may without loss of generality assume that $u_{\alpha_{n}} \rightarrow u$ weakly star in $L^{\infty}(Q)$ for some $u \in \mathcal{U}_{\text {ad }}$. Then, in view of Theorem 4, there are a subsequence $\left\{\alpha_{n_{k}}\right\}$ and a solution $\left(\varphi^{0}, \mu^{0}, \xi^{0}, w^{0}\right)$ to the system (1)-(5) such that the convergence properties (57)-(60) hold true. Now observe that $\left(\varphi^{0}, w^{0}\right)=\mathcal{S}(u)$ and $\left(\varphi_{\alpha_{n}}, w_{\alpha_{n}}\right)=\mathcal{S}_{\alpha_{n}}\left(u_{n}\right)$ for $n \in \mathbb{N}$. We then obtain from the optimality of $\left(\left(\varphi_{\alpha_{n}}, w_{\alpha_{n}}\right), u_{\alpha_{n}}\right)$ for $\left(\mathbf{P}_{\alpha_{n}}\right)$, using Proposition 1, the following chain of (in)equalities:

$$
\begin{aligned}
\mathcal{J}(\mathcal{S}(u), u) & \leq \liminf _{k \rightarrow \infty} \mathcal{J}\left(\mathcal{S}_{\alpha_{n_{k}}}\left(u_{\alpha_{n_{k}}}\right), u_{\alpha_{n_{k}}}\right) \leq \liminf _{k \rightarrow \infty} \mathcal{J}\left(\mathcal{S}_{\alpha_{n_{k}}}(v), v\right) \\
& =\mathcal{J}(\mathcal{S}(v), v) .
\end{aligned}
$$

This shows that $(\mathcal{S}(u), u)$ is an optimal pair of the control problem ( $\mathbf{P}$ ), which concludes the proof of the assertion.

The proof of Corollary 2 suggests that optimal controls of $\left(\mathbf{P}_{\alpha}\right)$ are "close" to optimal controls of $(\mathbf{P})$ as $\alpha$ approaches zero. However, they do not yield any information on whether every optimal control of ( $\mathbf{P}$ ) can be approximated in this way. In fact, such a global result cannot be expected to hold true. Nevertheless, a local answer can be given by employing a wellknown trick. To this end, let $u^{*} \in \mathcal{U}_{\mathrm{ad}}$ be an optimal control for ( $\mathbf{P}$ ) and $\left(\varphi^{*}, \mu^{*}, \xi^{*}, w^{*}\right)$ be a solution to the associated state system (1)-(5) so that $\left(\varphi^{*}, w^{*}\right)=\mathcal{S}\left(u^{*}\right)$. We associate with this optimal control the adapted cost functional

$$
\begin{equation*}
\widetilde{\mathcal{J}}((\varphi, w), u):=\mathcal{J}((\varphi, w), u)+\frac{1}{2}\left\|u-u^{*}\right\|_{L^{2}(Q)}^{2} \tag{67}
\end{equation*}
$$

and a corresponding adapted optimal control problem for $\alpha>0$, namely:
( $\widetilde{\mathbf{P}}_{\alpha}$ ) Minimize $\widetilde{\mathcal{J}}((\varphi, w), u)$ for $u \in \mathcal{U}_{\mathrm{ad}}$ subject to $(\varphi, w)=\mathcal{S}_{\alpha}(u)$.
With essentially the same proof as that of [10, Thm. 4.1] (which needs no repetition here), we can show that the adapted optimal control problem ( $\widetilde{\mathbf{P}}_{\alpha}$ ) has for every $\alpha>0$ at least one solution. The following result gives a partial answer to the question raised above concerning the approximation of optimal controls for ( $\mathbf{P}$ ) by the approximating problem ( $\widetilde{\mathbf{P}}_{\alpha}$ ).

Theorem 5 Suppose that (8), (9) and (A1)-(A6) are fulfilled, assume that $u^{*} \in \mathcal{U}_{\mathrm{ad}}$ is an arbitrary optimal control of $(\mathbf{P})$ with associated state $\left(\varphi^{*}, \mu^{*}, \xi^{*}, w^{*}\right)$, and let $\left\{\alpha_{k}\right\}_{k \in \mathbb{N}} \subset(0,1]$ be any sequence such that $\alpha_{k} \searrow 0$ as $k \rightarrow \infty$. Then, for any $k \in \mathbb{N}$, there exists an optimal control $u_{\alpha_{k}} \in \mathcal{U}_{\mathrm{ad}}$ of the adapted problem ( $\widetilde{\mathbf{P}}_{\alpha_{k}}$ ) with associated state $\left(\varphi_{\alpha_{k}}, \mu_{\alpha_{k}}, w_{\alpha_{k}}\right)$ such that, as $k \rightarrow \infty$,

$$
\begin{equation*}
u_{\alpha_{k}} \rightarrow u^{*} \quad \text { strongly in } L^{2}(Q), \tag{68}
\end{equation*}
$$

and such that (57)-(60) hold true with some ( $\left.\varphi^{0}, \mu^{0}, \xi^{0}, w^{0}\right)$ satisfying $\varphi^{0}=$ $\varphi^{*}$ and $w^{0}=w^{*}$. Moreover, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{k}}\left(u_{\alpha_{k}}\right), u_{\alpha_{k}}\right)=\mathcal{J}\left(\mathcal{S}\left(u^{*}\right), u^{*}\right) . \tag{69}
\end{equation*}
$$

Proof. For any $k \in \mathbb{N}$, we pick an optimal control $u_{\alpha_{k}} \in \mathcal{U}_{\text {ad }}$ for the adapted problem ( $\widetilde{\mathbf{P}}_{\alpha_{k}}$ ) and denote by $\left(\varphi_{\alpha_{k}}, \mu_{\alpha_{k}}, w_{\alpha_{k}}\right)$ the associated strong solution to the approximating state system (1), (17), (3)-(5). By the boundedness of $\mathcal{U}_{\mathrm{ad}}$ in $L^{\infty}(Q)$, there is some subsequence $\left\{\alpha_{n}\right\}$ of $\left\{\alpha_{k}\right\}$ such that

$$
\begin{equation*}
u_{\alpha_{n}} \rightarrow u \text { weakly star in } L^{\infty}(Q) \text { as } n \rightarrow \infty, \tag{70}
\end{equation*}
$$

for some $u \in \mathcal{U}_{\mathrm{ad}}$. Thanks to Theorem 4, the convergence properties (57)(60) hold true correspondingly for some solution $\left(\varphi^{0}, \mu^{0}, \xi^{0}, w^{0}\right)$ to the state system (1)-(5), and the pair $(\mathcal{S}(u), u)=\left(\left(\varphi^{0}, w^{0}\right), u\right)$ is admissible for $(\mathbf{P})$.

We now aim at showing that $u=u^{*}$. Once this is shown, it follows from the uniqueness of the first and fourth components of the solutions to the state system (1)-(5) that also $\left(\varphi^{0}, w^{0}\right)=\left(\varphi^{*}, w^{*}\right)$. Now observe that, owing to the weak sequential lower semicontinuity properties of $\widetilde{\mathcal{J}}$, and in view of the optimality property of $\left(\mathcal{S}\left(u^{*}\right), u^{*}\right)$ for problem ( $\mathbf{P}$ ),

$$
\begin{align*}
\liminf _{n \rightarrow \infty} \widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right) & \geq \mathcal{J}(\mathcal{S}(u), u)+\frac{1}{2}\left\|u-u^{*}\right\|_{L^{2}(Q)}^{2} \\
& \geq \mathcal{J}\left(\mathcal{S}\left(u^{*}\right), u^{*}\right)+\frac{1}{2}\left\|u-u^{*}\right\|_{L^{2}(Q)}^{2} \tag{71}
\end{align*}
$$

On the other hand, the optimality property of $\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right)$ for problem ( $\widetilde{\mathbf{P}}_{\alpha_{n}}$ ) yields that for any $n \in \mathbb{N}$ we have

$$
\begin{equation*}
\widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right) \leq \widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{n}}\left(u^{*}\right), u^{*}\right)=\mathcal{J}\left(\mathcal{S}_{\alpha_{n}}\left(u^{*}\right), u^{*}\right), \tag{72}
\end{equation*}
$$

whence, taking the limit superior as $n \rightarrow \infty$ on both sides and invoking (66) in Proposition 1,

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right) \leq \limsup _{n \rightarrow \infty} \widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{n}}\left(u^{*}\right), u^{*}\right) \\
& =\limsup _{n \rightarrow \infty} \mathcal{J}\left(\mathcal{S}_{\alpha_{n}}\left(u^{*}\right), u^{*}\right)=\mathcal{J}\left(\mathcal{S}\left(u^{*}\right), u^{*}\right) \tag{73}
\end{align*}
$$

Combining (71) with (73), we have thus shown that $\frac{1}{2}\left\|u-u^{*}\right\|_{L^{2}(Q)}^{2}=0$, so that $u=u^{*}$ and thus also $\left(\varphi^{*}, w^{*}\right)=\left(\varphi^{0}, w^{0}\right)$. Moreover, (71) and (73) also imply that

$$
\begin{aligned}
\mathcal{J}\left(\mathcal{S}\left(u^{*}\right), u^{*}\right)=\widetilde{\mathcal{J}}\left(\mathcal{S}\left(u^{*}\right), u^{*}\right) & =\liminf _{n \rightarrow \infty} \widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right) \\
=\limsup _{n \rightarrow \infty} \widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right) & =\lim _{n \rightarrow \infty} \widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right),
\end{aligned}
$$

which proves the validity of (69). Moreover, the convergence properties (57)-(60) are satisfied with $\varphi^{0}=\varphi^{*}$ and $w^{0}=w^{*}$. On the other hand, we have that

$$
\begin{aligned}
\mathcal{J}\left(\mathcal{S}\left(u^{*}\right), u^{*}\right) & \leq \liminf _{n \rightarrow \infty} \mathcal{J}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right) \leq \limsup _{n \rightarrow \infty} \mathcal{J}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right) \\
& \leq \limsup _{n \rightarrow \infty} \widetilde{\mathcal{J}}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right)=\mathcal{J}\left(\mathcal{S}\left(u^{*}\right), u^{*}\right),
\end{aligned}
$$

so that also $\mathcal{J}\left(\mathcal{S}_{\alpha_{n}}\left(u_{\alpha_{n}}\right), u_{\alpha_{n}}\right)$ converges to $\mathcal{J}\left(\mathcal{S}\left(u^{*}\right), u^{*}\right)$ as $n \rightarrow \infty$, and the relation in (67) enables us to infer the strong convergence in (68) for the subsequence $\left\{u_{\alpha_{n}}\right\}$.

We now claim that (68) and (69) hold true even for the entire sequence, due to the complete identification of the limit $u$ as $u^{*}$. We only prove this claim for (68); for (69) a similar reasoning may be used. Assume that (68) were not true. Then there exist some $\varepsilon>0$ and a subsequence $\left\{\alpha_{j}\right\}$ of $\left\{\alpha_{k}\right\}$ such that

$$
\begin{equation*}
\left\|u_{\alpha_{j}}-u^{*}\right\|_{L^{2}(Q)} \geq \varepsilon \quad \forall j \in \mathbb{N} . \tag{74}
\end{equation*}
$$

However, by the boundedness of $\mathcal{U}_{\text {ad }}$, there is some subsequence $\left\{\alpha_{j_{n}}\right\}$ of $\left\{\alpha_{j}\right\}$ such that, with some $\tilde{u} \in \mathcal{U}_{\mathrm{ad}}$,

$$
u_{\alpha_{j_{n}}} \rightarrow \tilde{u} \text { weakly star in } L^{\infty}(Q) \text { as } n \rightarrow \infty .
$$

Arguing as above, it then turns out that $\tilde{u}=u^{*}$ and that (68) holds for the subsequence $\left\{u_{\alpha_{j_{n}}}\right\}$ as well, which contradicts the fact that (74) obviously implies that $\left\{u_{\alpha_{j}}\right\}$ cannot have a subsequence that converges strongly to $u^{*}$ in $L^{2}(Q)$.

## 5 First-order necessary optimality conditions

We now derive first-order necessary optimality conditions for the control problem ( $\mathbf{P}$ ), using the corresponding conditions for ( $\widetilde{\mathbf{P}}_{\alpha}$ ) as approximations. To this end, we generally assume that the conditions (8), (9), and (A1)-(A6) are fulfilled. Moreover, we need an additional assumption:
(A7) It holds that $\beta_{2} \varphi_{\Omega} \in V$ and $\beta_{6} w_{\Omega}^{\prime} \in V$.

Notice that this assumption essentially requires a better regularity for the target data $\varphi_{\Omega}$ and $w_{\Omega}^{\prime}$ that in the cost functional give the endpoint tracking for the variables $\varphi$ and $\partial_{t} w$. On the other hand, the assumption (A7) is trivially satisfied if $\beta_{2}=\beta_{6}=0$.

Now let $u^{*} \in \mathcal{U}_{\text {ad }}$ be any fixed optimal control for ( $\mathbf{P}$ ) with associated state $\left(\varphi^{*}, \mu^{*}, \xi^{*}, w^{*}\right)$ (where only $\varphi^{*}$ and $w^{*}$ are uniquely determined), and assume that $\alpha \in(0,1]$ is fixed. Moreover, suppose that $u_{\alpha}^{*} \in \mathcal{U}_{\mathrm{ad}}$ is an optimal control for $\left(\widetilde{\mathbf{P}}_{\alpha}\right)$ with corresponding state $\left(\varphi_{\alpha}^{*}, \mu_{\alpha}^{*}, w_{\alpha}^{*}\right)$. The corresponding adjoint problem is given, in its strong form for simplicity, by

$$
\begin{align*}
& -\partial_{t} p_{\alpha}-\Delta q_{\alpha}+\gamma p_{\alpha}+h_{\alpha}^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha}+F^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha}-\lambda \partial_{t} r_{\alpha} \\
& \quad=\beta_{1}\left(\varphi_{\alpha}^{*}-\varphi_{Q}\right) \quad \text { in } Q  \tag{75}\\
& q_{\alpha}=-\Delta p_{\alpha} \quad \text { in } Q  \tag{76}\\
& -\partial_{t} r_{\alpha}-\Delta\left(\kappa_{1} r_{\alpha}-\kappa_{2}\left(\mathbf{1} \circledast r_{\alpha}\right)\right)-b q_{\alpha} \\
& \quad=\beta_{3}\left(\mathbf{1} \circledast\left(w_{\alpha}^{*}-w_{Q}\right)\right)+\beta_{4}\left(w_{\alpha}^{*}(T)-w_{\Omega}\right)+\beta_{5}\left(\partial_{t} w_{\alpha}^{*}-w_{Q}^{\prime}\right) \quad \text { in } Q  \tag{77}\\
&  \tag{78}\\
& \partial_{\mathbf{n}} p_{\alpha}=\partial_{\mathbf{n}} q_{\alpha}=\partial_{\mathbf{n}}\left(\kappa_{1} r_{\alpha}-\kappa_{2}\left(\mathbf{1} \circledast r_{\alpha}\right)\right)=0 \quad \text { on } \Sigma \\
& p_{\alpha}(T)=\beta_{2}\left(\varphi_{\alpha}^{*}(T)-\varphi_{\Omega}\right)-\lambda \beta_{6}\left(\partial_{t} w_{\alpha}^{*}(T)-w_{\Omega}^{\prime}\right)  \tag{79}\\
& \quad \text { and } \quad r_{\alpha}(T)=\beta_{6}\left(\partial_{t} w_{\alpha}^{*}(T)-w_{\Omega}^{\prime}\right) \quad \text { in } \Omega
\end{align*}
$$

with the convolution product $\circledast$ defined in (21). Concerning this product, please note that $\partial_{t}(1 \circledast r)=-r$. Let us, for convenience, introduce the
abbreviations

$$
\begin{align*}
f_{\alpha} & :=\beta_{3}\left(\mathbf{1} \circledast\left(w_{\alpha}^{*}-w_{Q}\right)\right)+\beta_{5}\left(\partial_{t} w_{\alpha}^{*}-w_{Q}^{\prime}\right)+\beta_{4}\left(w_{\alpha}^{*}(T)-w_{\Omega}\right)  \tag{80}\\
g_{\alpha} & :=\beta_{1}\left(\varphi_{\alpha}^{*}-\varphi_{Q}\right)  \tag{81}\\
\rho_{\alpha} & :=\beta_{6}\left(\partial_{t} w_{\alpha}^{*}(T)-w_{\Omega}^{\prime}\right)  \tag{82}\\
\pi_{\alpha} & :=\beta_{2}\left(\varphi_{\alpha}^{*}(T)-\varphi_{\Omega}\right)-\lambda \rho_{\alpha} \tag{83}
\end{align*}
$$

Observe that the last summand of $f_{\alpha}$ is independent of time. By virtue of (34), (A6), and (A7), we have, for every $\alpha \in(0,1]$,

$$
\begin{align*}
& \left\|f_{\alpha}\right\|_{L^{2}(0, T ; H)}+\left\|g_{\alpha}\right\|_{L^{2}(0, T ; H)}+\left\|\rho_{\alpha}\right\|_{V}+\left\|\pi_{\alpha}\right\|_{V} \\
& \leq C\left(\left\|\varphi_{\alpha}^{*}\right\|_{C^{0}([0, T] ; V)}+\left\|w_{\alpha}^{*}\right\|_{C^{1}([0, T] ; V)}+1\right) \leq C \tag{84}
\end{align*}
$$

where in the following we denote by $C$ positive constants that may depend on the data of the system but not on $\alpha \in(0,1]$.

According to [10, Thm. 4.5], the adjoint system has under the assumptions (8), (9) and (A1)-(A7) a unique weak solution with the regularity

$$
\begin{align*}
p_{\alpha} & \in H^{1}\left(0, T ; V^{*}\right) \cap L^{\infty}(0, T ; V) \cap L^{2}(0, T ; W),  \tag{85}\\
q_{\alpha} & \in L^{2}(0, T ; V),  \tag{86}\\
r_{\alpha} & \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V) . \tag{87}
\end{align*}
$$

Moreover, by virtue of [10, Thm. 4.7], we know that the first-order optimality condition for the optimal control $u_{\alpha}^{*}$ is characterized by the variational inequality

$$
\begin{equation*}
\int_{Q}\left(r_{\alpha}+\nu u_{\alpha}^{*}+\left(u_{\alpha}^{*}-u^{*}\right)\right)\left(v-u_{\alpha}^{*}\right) \geq 0 \quad \forall v \in \mathcal{U}_{\mathrm{ad}} \tag{88}
\end{equation*}
$$

The next step consists in passing to the limit as $\alpha \searrow 0$ in both the adjoint system (75)-(79) and the variational inequality (88). To this end, uniform (with respect to $\alpha \in(0,1])$ estimates for the adjoint variables $\left(p_{\alpha}, q_{\alpha}, r_{\alpha}\right)$ must be shown. A closer look at the system (75)-(79) reveals that there is an inherent difficulty. To this end, observe that (76) and (78) imply that $\overline{q_{\alpha}}(t)=0$ for almost every $t \in(0, T)$. Therefore, testing of (75) with the constant function $v=\mathbf{1} /|\Omega|$, integration with respect to time over $[t, T]$, and application of the well-known integration-by-parts rule for functions in $H^{1}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V)$, using the endpoint conditions (79) along with
the abbreviations (81)-(83), yield the identity

$$
\begin{align*}
\overline{p_{\alpha}}(t)= & \overline{\pi_{\alpha}}+\lambda \overline{\rho_{\alpha}}-\lambda \overline{r_{\alpha}}(t)+\frac{1}{|\Omega|} \int_{Q^{t}} g_{\alpha} \\
& -\frac{1}{|\Omega|} \int_{Q^{t}}\left[\gamma p_{\alpha}+h_{\alpha}^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha}+F^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha}\right] \tag{89}
\end{align*}
$$

Here, and for the remainder of this paper, we put

$$
Q^{t}:=\Omega \times(t, T) \quad \text { whenever } t \in[0, T)
$$

Apparently, the term $h_{\alpha}^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha}$ cannot be controlled. Indeed, although $\varphi_{\alpha}^{*}$ satisfies the strict separation condition (35) for any fixed $\alpha>0$, a uniform bound cannot be expected, since it may well happen that the constants in (35) satisfy $r_{*}(\alpha) \searrow-1$ or $r^{*}(\alpha) \nearrow 1$ as $\alpha \searrow 0$, in which case $h_{\alpha}^{\prime \prime}\left(\varphi_{\alpha}^{*}\right)$ may become unbounded. Consequently, we cannot hope to pass to the limit as $\alpha \searrow 0$ in the system (75)-(79) as it stands, not even in its weak form with test functions $v \in V$. In order to overcome this difficulty, we employ an idea that goes back to [11]. To this end, recall that the mean value of $q_{\alpha}$ vanishes almost everywhere in $(0, T)$. Therefore, we deduce from (76) and (78) the identity

$$
\begin{equation*}
p_{\alpha}(t)-\overline{p_{\alpha}}(t)=\mathcal{N} q_{\alpha}(t) \tag{90}
\end{equation*}
$$

with the operator $\mathcal{N}$ introduced in (40). Notice that $p_{\alpha} \in H^{1}\left(0, T ; V^{*}\right)$ and $\overline{p_{\alpha}} \in H^{1}(0, T)$, whence we conclude that also $\mathcal{N} q_{\alpha} \in H^{1}\left(0, T ; V^{*}\right)$.

The identity (90) enables us to eliminate $\overline{p_{\alpha}}$ from the problem. For this purpose, we introduce the spaces

$$
\begin{equation*}
H_{0}:=\{v \in H: \bar{v}=0\} \quad \text { and } \quad V_{0}:=\{v \in V: \bar{v}=0\}=V \cap H_{0} \tag{91}
\end{equation*}
$$

Now observe that the subspace span $\{\mathbf{1}\}$ of spatially constant functions is the orthogonal complement of $H_{0}$ with respect to the inner product of $H$; moreover, $H_{0}$ is a closed subspace of $H$ and therefore a Hilbert space itself when equipped with the standard inner product in $H$. In addition, owing to the Poincaré-Wirtinger inequality (37), the expression

$$
\begin{equation*}
(v, w)_{0}:=\int_{\Omega} \nabla v \cdot \nabla w \quad \text { for } v, w \in V_{0} \tag{92}
\end{equation*}
$$

defines an inner product on $V_{0}$ whose associated norm is equivalent to the standard norm of $V$. Obviously, $V_{0}$ becomes a Hilbert space when endowed with the inner product $(\cdot, \cdot)_{0}$, and since, according to [11, Cor. 5.3], $V_{0}$ is
densely embedded in $H_{0}$, we can construct the Hilbert triple ( $V_{0}, H_{0}, V_{0}^{*}$ ) with the dense and compact embeddings $V_{0} \subset H_{0} \subset V_{0}^{*}$ and the usual identification that

$$
\begin{equation*}
\langle v, w\rangle_{V_{0}}=(v, w) \quad \text { for all } v \in H_{0} \text { and } w \in V_{0} . \tag{93}
\end{equation*}
$$

The idea now is to change the standard variational version of the system (75)-(79) by not admitting every $v \in V$ as test function in (75), but only those having zero mean value. In this way, we eliminate $\overline{p_{\alpha}}$ from the problem; indeed, we easily find that the pair ( $q_{\alpha}, r_{\alpha}$ ) solves the reduced system

$$
\begin{align*}
& \left\langle-\partial_{t} \mathcal{N} q_{\alpha}, v\right\rangle_{V_{0}}+\int_{\Omega} \nabla q_{\alpha} \cdot \nabla v+\gamma \int_{\Omega} \mathcal{N} q_{\alpha} v-\lambda \int_{\Omega} \partial_{t} r_{\alpha} v \\
& =-\int_{\Omega}\left(h_{\alpha}^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha}+F^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha}\right) v+\int_{\Omega} g_{\alpha} v \\
& \quad \text { for all } v \in V_{0} \text { and a.e. in }(0, T),  \tag{94}\\
& -\int_{\Omega} \partial_{t} r_{\alpha} v+\int_{\Omega} \nabla\left(\kappa_{1} r_{\alpha}-\kappa_{2}\left(\mathbf{1} \circledast r_{\alpha}\right)\right) \cdot \nabla v-b \int_{\Omega} q_{\alpha} v=\int_{\Omega} f_{\alpha} v \\
& \quad \text { for all } v \in V \text { and a.e. in }(0, T),  \tag{95}\\
& \mathcal{N} q_{\alpha}(T)=\pi_{\alpha}-\overline{\pi_{\alpha}}, \quad r_{\alpha}(T)=\rho_{\alpha} . \tag{96}
\end{align*}
$$

At this point, it is worth observing that, because of the zero mean value condition, the space $V_{0}$ does not contain the space $C_{0}^{\infty}(\Omega)$, and therefore the variational equality with test functions $v \in V_{0}$ cannot be interpreted as an equation in the sense of distributions.

In the following, we deduce some a priori estimates for the reduced system (94)-(96). Here we argue formally, where we note that all of the following calculations can be performed rigorously on the level of an approximating Faedo-Galerkin system using as basis functions the eigenfunctions $e_{j}$, normalized by $\left\|e_{j}\right\|=1$, for $j \in \mathbb{N}$, of the Laplace operator with homogeneous Neumann conditions. That is, we have

$$
\begin{aligned}
& -\Delta e_{j}=\lambda_{j} e_{j} \quad \text { in } \Omega, \quad \partial_{\mathbf{n}} e_{j}=0 \quad \text { on } \Gamma, \quad \text { for all } j \in \mathbb{N}, \\
& 0=\lambda_{1}<\lambda_{2} \leq \ldots, \quad \lim _{j \rightarrow \infty} \lambda_{j}=+\infty, \quad\left(e_{i}, e_{j}\right)=\delta_{i j} \quad \text { for all } i, j \in \mathbb{N} .
\end{aligned}
$$

In this connection, observe that $\left\{e_{j}\right\}_{j \in \mathbb{N}}$ forms a complete orthonormal system in $H$, while $\left\{e_{j}\right\}_{j \geq 2}$ is obviously a complete orthonormal system in the space $H_{0}$ of functions having zero mean value, and the eigenspace associated with the eigenvalue $\lambda_{1}=0$ is just the space of constant functions.

First estimate. We now insert $v=q_{\alpha}(t)$ (which belongs to $V_{0}$ ) in (94), and $v=-\frac{\lambda}{b} \partial_{t} r_{\alpha}(t)$ in (95) (this is only formal), and add the resulting equations, whence a cancellation of two terms occurs. Then we integrate with respect to time over $(t, T)$ for arbitrary $t \in[0, T)$, taking (96) into account. Using the properties (42)-(45) of the operator $\mathcal{N}$, and rearranging terms, we obtain the identity

$$
\begin{align*}
& \frac{1}{2}\left\|q_{\alpha}(t)\right\|_{*}^{2}+\int_{Q^{t}}\left|\nabla q_{\alpha}\right|^{2}+\gamma \int_{t}^{T}\left\|q_{\alpha}(s)\right\|_{*}^{2} \mathrm{~d} s+\int_{Q^{t}} h_{\alpha}^{\prime \prime}\left(\varphi_{\alpha}^{*}\right)\left|q_{\alpha}\right|^{2} \\
& +\frac{\lambda}{b} \int_{Q^{t}}\left|\partial_{t} r_{\alpha}\right|^{2}+\frac{\lambda \kappa_{1}}{2 b}\left\|\nabla r_{\alpha}(t)\right\|^{2}-\frac{1}{2}\left\|\nabla \pi_{\alpha}\right\|^{2}-\frac{\lambda \kappa_{1}}{2 b}\left\|\nabla \rho_{\alpha}\right\|^{2} \\
& =-\int_{Q^{t}} F^{\prime \prime}\left(\varphi_{\alpha}^{*}\right)\left|q_{\alpha}\right|^{2}+\int_{Q^{t}} g_{\alpha} q_{\alpha}-\frac{\lambda}{b} \int_{Q^{t}} f_{\alpha} \partial_{t} r_{\alpha} \\
& \quad+\frac{\lambda \kappa_{2}}{b} \int_{Q^{t}} \nabla\left(\mathbf{1} \circledast r_{\alpha}\right) \cdot \partial_{t} \nabla r_{\alpha}=: I_{1}+I_{2}+I_{3}+I_{4}, \tag{97}
\end{align*}
$$

with natural meaning. Observe that the fourth summand on the left-hand side is nonnegative. The last two terms on the left-hand side are uniformly bounded due to (84). Moreover, by virtue of (35) and (A2), we have that $\left\|F^{\prime \prime}\left(\varphi_{\alpha}^{*}\right)\right\|_{L^{\infty}(Q)} \leq C$, and therefore it follows from Young's inequality, using (84) and the compactness inequality (38), that

$$
\begin{equation*}
I_{1}+I_{2} \leq C+C \int_{Q^{t}}\left|q_{\alpha}\right|^{2} \leq \frac{1}{2} \int_{Q^{t}}\left|\nabla q_{\alpha}\right|^{2}+C \int_{t}^{T}\left\|q_{\alpha}(s)\right\|_{*}^{2} \mathrm{~d} s+C \tag{98}
\end{equation*}
$$

Moreover, by Young's inequality and (84),

$$
\begin{equation*}
I_{3} \leq \frac{\lambda}{2 b} \int_{Q^{t}}\left|\partial_{t} r_{\alpha}\right|^{2}+C \tag{99}
\end{equation*}
$$

Finally, integration by parts with respect to time and Young's inequality yield the estimate

$$
\begin{align*}
I_{4} & =-\frac{\lambda \kappa_{2}}{b} \int_{\Omega} \nabla\left(\mathbf{1} \circledast r_{\alpha}\right)(t) \cdot \nabla r_{\alpha}(t)+\frac{\lambda \kappa_{2}}{b} \int_{Q^{t}}\left|\nabla r_{\alpha}\right|^{2} \\
& \leq \frac{\lambda \kappa_{1}}{2 b}\left\|\nabla r_{\alpha}(t)\right\|^{2}+C\left\|\nabla\left(\mathbf{1} \circledast r_{\alpha}\right)(t)\right\|^{2}+\frac{\lambda \kappa_{2}}{b} \int_{Q^{t}}\left|\nabla r_{\alpha}\right|^{2} \\
& \leq \frac{\lambda \kappa_{1}}{2 b}\left\|\nabla r_{\alpha}(t)\right\|^{2}+C \int_{t}^{T}\left\|\nabla r_{\alpha}(s)\right\|^{2} \mathrm{~d} s . \tag{100}
\end{align*}
$$

Combining (97)-(100), and applying Gronwall's lemma backwards in time, we have thus shown the estimate

$$
\begin{align*}
& \left\|q_{\alpha}\right\|_{L^{\infty}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V)}+\left\|r_{\alpha}\right\|_{H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V)} \\
& +\int_{Q} h_{\alpha}^{\prime \prime}\left(\varphi_{\alpha}^{*}\right)\left|q_{\alpha}\right|^{2} \leq C \quad \forall \alpha \in(0,1], \tag{101}
\end{align*}
$$

whence it obviously follows that

$$
\begin{equation*}
\left\|\mathbf{1} \circledast r_{\alpha}\right\|_{H^{2}(0, T ; H) \cap W^{1, \infty}(0, T ; V)} \leq C \quad \forall \alpha \in(0,1] . \tag{102}
\end{equation*}
$$

In addition, since it is known that the mapping $\mathcal{N}$ is a topological isomorphism between $V_{0}^{*}$ and $V_{0}$ and, for any $s \geq 0$, between $H^{s}(\Omega) \cap H_{0}$ and $H^{s+2}(\Omega) \cap H_{0}$, we also have $\mathcal{N} q_{\alpha} \in L^{\infty}\left(0, T ; V_{0}\right) \cap L^{2}\left(0, T ; H^{3}(\Omega)\right)$ and

$$
\begin{equation*}
\left\|\mathcal{N} q_{\alpha}\right\|_{L^{\infty}(0, T ; V) \cap L^{2}\left(0, T ; H^{3}(\Omega)\right)} \leq C \quad \forall \alpha \in(0,1] . \tag{103}
\end{equation*}
$$

SECOND ESTIMATE. As a preparation for the next estimate, we introduce the space

$$
\begin{equation*}
\mathcal{Z}:=\left\{v \in H^{1}\left(0, T ; V_{0}^{*}\right) \cap L^{2}\left(0, T ; V_{0}\right): v(0)=0\right\}, \tag{104}
\end{equation*}
$$

which, as a closed subspace, becomes a Hilbert space itself when endowed with the standard inner product and norm of $H^{1}\left(0, T ; V_{0}^{*}\right) \cap L^{2}\left(0, T ; V_{0}\right)$. Notice that $\mathcal{Z} \subset C^{0}\left([0, T] ; H_{0}\right)$ which makes the initial condition $v(0)=0$ meaningful; we also have the dense and compact embeddings

$$
\mathcal{Z} \subset L^{2}\left(0, T ; H_{0}\right) \subset \mathcal{Z}^{*} .
$$

Moreover, $\mathcal{Z}$ is dense in $L^{2}\left(0, T ; V_{0}\right)$ since it contains the dense subspace $H_{0}^{1}\left(0, T ; V_{0}\right)$. Therefore, the dual space $L^{2}\left(0, T ; V_{0}^{*}\right) \cong\left(L^{2}\left(0, T ; V_{0}\right)\right)^{*}$ can be identified with a subspace of the dual space $\mathcal{Z}^{*}$ in the usual way, i.e., such that

$$
\begin{equation*}
\langle v, w\rangle_{\mathcal{Z}}=\int_{0}^{T}\langle v(t), w(t)\rangle_{V_{0}} \mathrm{~d} t \quad \text { for all } v \in L^{2}\left(0, T ; V_{0}^{*}\right) \text { and } w \in \mathcal{Z} . \tag{105}
\end{equation*}
$$

Now, we take an arbitrary $v \in \mathcal{Z}$ as test function in (94) and integrate over $(0, T)$. We obtain

$$
\begin{align*}
& \int_{0}^{T}\left\langle-\partial_{t} \mathcal{N} q_{\alpha}(t), v(t)\right\rangle_{V_{0}} \mathrm{~d} t+\int_{Q} \nabla q_{\alpha} \cdot \nabla v+\int_{Q} h_{\alpha}^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha} v \\
& =\int_{Q}\left(-\gamma \mathcal{N} q_{\alpha}+\lambda \partial_{t} r_{\alpha}-F^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha}+g_{\alpha}\right) v . \tag{106}
\end{align*}
$$

Next, we observe that $\mathcal{N} q_{\alpha} \in H^{1}\left(0, T ; V_{0}^{*}\right) \cap L^{2}\left(0, T ; V_{0}\right)$ and integrate by parts in the first term of (106). With the help of (84), (96), and (103), we infer that

$$
\begin{equation*}
\int_{0}^{T}\left\langle-\partial_{t} \mathcal{N} q_{\alpha}(t), v(t)\right\rangle_{V_{0}} \mathrm{~d} t=-\left(\pi_{\alpha}, v(T)\right)+\int_{0}^{T}\left\langle\partial_{t} v(t), \mathcal{N} q_{\alpha}(t)\right\rangle_{V_{0}} \mathrm{~d} t \tag{107}
\end{equation*}
$$

and, consequently, for every $v \in \mathcal{Z}$ it holds

$$
\begin{align*}
& \left|\int_{0}^{T}\left\langle-\partial_{t} \mathcal{N} q_{\alpha}(t), v(t)\right\rangle_{V_{0}} \mathrm{~d} t\right| \\
& \leq\left\|\pi_{\alpha}\right\|\|v\|_{C^{0}\left([0, T] ; H_{0}\right)}+\int_{0}^{T}\left\|\mathcal{N} q_{\alpha}(t)\right\|_{V_{0}}\left\|\partial_{t} v(t)\right\|_{V_{0}^{*}} \mathrm{~d} t \\
& \leq C\|v\|_{\mathcal{Z}}+C\left\|\mathcal{N} q_{\alpha}\right\|_{L^{2}(0, T ; V)}\left\|\partial_{t} v\right\|_{L^{2}\left(0, T ; V_{0}^{*}\right)} \leq C\|v\|_{\mathcal{Z}} \tag{108}
\end{align*}
$$

Hence, in view of the estimates (101) and (108), we easily find from a comparison of terms in (106) that the linear functional

$$
\Lambda_{\alpha}: \mathcal{Z} \rightarrow \mathbb{R}, \quad\left\langle\Lambda_{\alpha}, v\right\rangle_{\mathcal{Z}}:=\int_{Q} h_{\alpha}^{\prime \prime}\left(\varphi_{\alpha}^{*}\right) q_{\alpha} v \quad \text { for } v \in \mathcal{Z}
$$

satisfies

$$
\begin{equation*}
\left\|\Lambda_{\alpha}\right\|_{\mathcal{Z}^{*}} \leq C \quad \forall \alpha \in(0,1] \tag{109}
\end{equation*}
$$

By the estimates shown above, there exist a sequence $\left\{\alpha_{n}\right\}_{n \in \mathbb{N}} \subset(0,1]$ and limit points $q^{*}, r^{*}, \Lambda^{*}$ such that $\alpha_{n} \searrow 0$ and

$$
\begin{align*}
q_{\alpha_{n}} & \rightarrow q^{*} & & \text { weakly star in } L^{\infty}\left(0, T ; V^{*}\right) \cap L^{2}(0, T ; V)  \tag{110}\\
r_{\alpha_{n}} & \rightarrow r^{*} & & \text { weakly star in } H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V),  \tag{111}\\
\mathbf{1} \circledast r_{\alpha_{n}} & \rightarrow \mathbf{1} \circledast r^{*} & & \text { weakly star in } H^{2}(0, T ; H) \cap W^{1, \infty}(0, T ; V),  \tag{112}\\
\mathcal{N} q_{\alpha_{n}} & \rightarrow \mathcal{N} q^{*} & & \text { weakly star in } L^{\infty}\left(0, T ; V_{0}\right) \cap L^{2}\left(0, T ; H^{3}(\Omega)\right),  \tag{113}\\
\Lambda_{\alpha_{n}} & \rightarrow \Lambda^{*} & & \text { weakly in } \mathcal{Z}^{*} . \tag{114}
\end{align*}
$$

Moreover, in view of Theorem 4 and Theorem 5, we may without loss of generality assume that $u_{\alpha_{n}}^{*} \rightarrow u^{*}$ strongly in $L^{2}(Q)$ and that the convergence properties (57) and (60) for the state components $\varphi_{\alpha_{n}}^{*}$ and $w_{\alpha_{n}}^{*}$ are satisfied correspondingly with $\left(\varphi^{0}, w^{0}\right)=\left(\varphi^{*}, w^{*}\right)$. Consequently, we have for $n \rightarrow \infty$ that

$$
F^{\prime \prime}\left(\varphi_{\alpha_{n}}^{*}\right) q_{\alpha_{n}} \rightarrow F^{\prime \prime}\left(\varphi^{*}\right) q^{*} \quad \text { weakly in } L^{2}(Q)
$$

and that

$$
\begin{aligned}
& f_{\alpha_{n}} \rightarrow f^{*}:=\beta_{3}\left(1 \circledast\left(w^{*}-w_{Q}\right)\right)+\beta_{4}\left(w^{*}(T)-w_{\Omega}\right)+\beta_{5}\left(\partial_{t} w^{*}-w_{Q}^{\prime}\right) \\
& g_{\alpha_{n}} \rightarrow g^{*}:=\beta_{1}\left(\varphi^{*}-\varphi_{Q}\right) \\
& \rho_{\alpha_{n}} \rightarrow \rho^{*}:=\beta_{6}\left(\partial_{t} w^{*}(T)-w_{\Omega}^{\prime}\right) \\
& \pi_{\alpha_{n}} \rightarrow \pi^{*}:=\beta_{2}\left(\varphi^{*}(T)-\varphi_{\Omega}\right)-\lambda \rho^{*}
\end{aligned}
$$

for suitable convergence properties as from (57) and (60).
Now we consider the system (94)-(96) for $\alpha=\alpha_{n}$, where we replace (94) (and the first final condition in (96)) with the time-integrated version (106)-(107), with test functions $v \in \mathcal{Z}$. Passage to the limit as $n \rightarrow \infty$, using the above convergence properties, then yields that

$$
\begin{align*}
& \left\langle\Lambda^{*}, v\right\rangle_{\mathcal{Z}}=\left(\pi^{*}, v(T)\right)-\int_{0}^{T}\left\langle\partial_{t} v(t), \mathcal{N} q^{*}(t)\right\rangle_{V_{0}} \mathrm{~d} t-\int_{Q} \nabla q^{*} \cdot \nabla v \\
& \quad+\int_{Q}\left[-\gamma \mathcal{N} q^{*}+\lambda \partial_{t} r^{*}-F^{\prime \prime}\left(\varphi^{*}\right) q^{*}+g^{*}\right] v \text { for all } v \in \mathcal{Z}  \tag{115}\\
& -\int_{\Omega} \partial_{t} r^{*} v+\int_{\Omega} \nabla\left(\kappa_{1} r^{*}-\kappa_{2}\left(\mathbf{1} \circledast r^{*}\right)\right) \cdot \nabla v-b \int_{\Omega} q^{*} v=\int_{\Omega} f^{*} v \\
& \quad \text { for all } v \in V \text { and a.e. in }(0, T)  \tag{116}\\
& r^{*}(T)=\rho^{*} \tag{117}
\end{align*}
$$

Finally, we consider the variational inequality (88) for $\alpha=\alpha_{n}, n \in \mathbb{N}$. By passing to the limit as $n \rightarrow \infty$, we find that

$$
\begin{equation*}
\int_{Q}\left(r^{*}+\nu u^{*}\right)\left(v-u^{*}\right) \geq 0 \quad \forall v \in \mathcal{U}_{\mathrm{ad}} \tag{118}
\end{equation*}
$$

Summarizing the above considerations, we have proved the following first-order necessary optimality conditions for the optimal control problem (P).

Theorem 6 Suppose that the conditions (A1)-(A7), (8) and (9) are fulfilled, and let $u^{*} \in \mathcal{U}_{\mathrm{ad}}$ be a minimizer of the optimal control problem (P) with the associated uniquely determined state components $\varphi^{*}, w^{*}$. Then there exist $q^{*}, r^{*}$, and $\Lambda^{*}$ such that the following holds true:
(i) $q^{*} \in L^{\infty}\left(0, T ; V_{0}^{*}\right) \cap L^{2}(0, T ; V), \mathcal{N} q^{*} \in L^{\infty}\left(0, T ; V_{0}\right) \cap L^{2}\left(0, T ; H^{3}(\Omega)\right)$, $r^{*} \in H^{1}(0, T ; H) \cap L^{\infty}(0, T ; V), \mathbf{1} \circledast r^{*} \in H^{2}(0, T ; H) \cap W^{1, \infty}(0, T ; V)$, $\Lambda^{*} \in \mathcal{Z}^{*}$.
(ii) The adjoint system (115)-(117) and the variational inequality (118) are satisfied.

Remark 4 (i) Observe that the adjoint state variables $\left(q^{*}, r^{*}\right)$ and the Lagrange multiplier $\Lambda^{*}$ are not uniquely determined. However, all possible choices satisfy (118), i.e., $u^{*}$ is for $\nu>0$ the $L^{2}(Q)$-orthogonal projection of $-\nu^{-1} r^{*}$ onto the closed and convex set $\mathcal{U}_{\mathrm{ad}}$, and for a.e. $(x, t) \in Q$ it holds

$$
u^{*}(x, t)=\max \left\{u_{\min }(x, t), \min \left\{u_{\max }(x, t),-\nu^{-1} r^{*}(x, t)\right\}\right\}
$$

(ii) We have, for every $n \in \mathbb{N}$, the complementarity slackness condition

$$
\left\langle\Lambda_{\alpha_{n}}, q_{\alpha_{n}}\right\rangle_{\mathcal{Z}}=\int_{Q} h_{\alpha_{n}}^{\prime \prime}\left(\varphi_{\alpha_{n}}^{*}\right)\left|q_{\alpha_{n}}\right|^{2}=\int_{Q} \frac{2 \alpha_{n}}{1-\left(\varphi_{\alpha_{n}}^{*}\right)^{2}}\left|q_{\alpha_{n}}\right|^{2} \geq 0
$$

Unfortunately, our convergence properties for $\left\{\varphi_{\alpha_{n}}^{*}\right\}$ and $\left\{q_{\alpha_{n}}\right\}$ do not permit a passage to the limit in this inequality to derive a corresponding result for ( $\mathbf{P}$ ).
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