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Abstract

We study the behavior of solutions to the problem ε
(
u′′ε (t) +A1uε(t)

)
+ u′ε(t) +A0uε(t) +B

(
uε(t)

)
= fε(t), t ∈ (0, T ),

uε(0) = u0ε, u′ε(0) = u1ε,

in the Hilbert space H as ε → 0, where A1, A0 are two linear self-
adjoint operators and B is a locally Lipschitz and monotone operator.
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1 Introduction

Let H be a real Hilbert space endowed with the scalar product (·, ·) and

the norm | · |. Let Ai : D(Ai) ⊂ H → H, i = 0, 1, be two linear self-

adjoint operators and B : D(B) ⊂ H → H a locally Lipschitz and monotone

operator. Consider the following Cauchy problem: ε
(
u′′ε(t) +A1uε(t)

)
+ u′ε(t) +A0uε(t) +B

(
uε(t)

)
= fε(t), t ∈ (0, T ),

uε(0) = u0ε, u′ε(0) = u1ε,

(Pε)

where ε > 0 is a small parameter(ε� 1), uε, fε : [0, T )→ H.

We investigate the behavior of solutions uε to the problems (Pε) when

u0ε → u0, fε → f as ε → 0. We establish a relationship between solu-

tions to the problems (Pε) and the corresponding solution to the following

unperturbed problem:{
v′(t) +A0v(t) +B

(
v(t)

)
= f(t), t ∈ (0, T ),

v(0) = u0.
(P0)

If in some topology, the solutions uε to the perturbed problems (Pε) tend

to the corresponding solution v to the unperturbed problem (P0) as ε → 0,

then the problem (P0) is called regularly perturbed. In the opposite case,

the problem (P0) is called singularly perturbed. In the last case, a subset of

[0,∞) in which solutions uε have a singular behavior relative to ε arises. This

subset is called the boundary layer. The function which defines the singular
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behavior of solution uε within the boundary layer is called the boundary layer

function.

The problem (Pε) is the abstract model of singularly perturbed problems

of hyperbolic-parabolic type. Such kind of problems arises in the mathemati-

cal modeling of elasto-plasticity phenomena. These abstract results are new

and can be applied to singularly perturbed problems of hyperbolic-parabolic

type with stationary part defined by strongly elliptic operators of high order.

A large class of works is dedicated to the study of singularly perturbed

Cauchy problems for differential equations of second order. Without pre-

tending to do a complete analysis of these works, we will mention some of

them, which contain a rich bibliography. In [15], [17], [28], asymptotic ex-

pansions of solutions and theirs derivatives for linear wave equations have

been obtained. In [3], [5], [8], [14], [22] the nonlinear problems of hyperbolic-

parabolic type have been studied. In [4], [7], [9], [16], [21], [23], [25] the

behavior of solutions uε to the abstract linear Cauchy problem (Pε) has been

established as ε → 0, in the case when A0 and A1 are positive operators

and B = 0. The nonlinear abstract problems of hyperbolic-parabolic type

have been studied in [10], [11], [12], [13], [18]. Under some assumptions,

closely related to those we use in this article, in [19] and [20] the author

analyzed the behavior of solutions to the Cauchy problem for the semi-linear

equation εu′′(t) + Au′(t) + Bu(t) + f(u) = 0 in a Hilbert space, as ε → 0.

The coefficients are supposed to be commuting self-adjoint operators and the

function f is locally Lipschitz or monotone. The difference of the solution

and its singular limit has been estimated. The convergence rate has been

established in terms of the small parameter ε. Also the difference of solutions

of nonhomogeneous equations with initial data u(0) = u′(0) = 0 has been

evaluated. All results from these papers were obtained by using the theory

of semigroups of linear operators.

Different to other methods, our approach is based on two key points. The
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first one is the relationship between solutions to the problems (Pε) and (P0)

in the linear case. The second key point are a priori estimates of solutions

to the unperturbed problem, which are uniform with respect to the small

parameter ε. Moreover, the problem (Pε) is studied for a larger class of

functions fε, i. e. fε ∈ W 1,p(0, T ;H). We also obtain the convergence rate,

as ε→ 0, which depends on p.

Similar results have been established in the work [24], under the same

assumptions on the operators A0 and A1 and by assuming that the operator

B is Lipschitz.

The organization of this paper is as follows. In the next section the

theorems of existence and uniqueness of solutions to the problems (Pε) and

(P0) are presented. In Section 3 we present some a priori estimates of these

solutions. In Section 4 we present a relationship between solutions to the

problem (Pε) and the corresponding solution to the problem (P0). The main

result of this paper is established in the Section 5. More precisely, we prove

the convergence estimates of the difference of solutions and theirs derivatives

to the problems (Pε) and (P0). At last, an example is given to show the

applications of our main result.

In what follows we will need some notations. Let k ∈ N∗, 1 ≤ p ≤ +∞,

(a, b) ⊂ (−∞,+∞) and X be a Banach space. By W k,p(a, b;X) denote the

Banach space of vectorial distributions u ∈ D′(a, b;X), u(j) ∈ Lp(a, b;X),

j = 0, 1, . . . , k, endowed with the norm

‖u‖Wk,p(a,b;X) =

 k∑
j=0

‖u(j)‖pLp(a,b;X)

 1
p

for p ∈ [1,∞),

‖u‖Wk,∞(a,b;X) = max
0≤j≤k

‖u(j)‖L∞(a,b;X) for p =∞.

In the particular case p = 2 we put W k,2(a, b;X) = Hk(a, b;X). If X is a
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Hilbert space, thenHk(a, b;X) is also a Hilbert space with the scalar product

(u, v)Hk(a,b;X) =
k∑
j=0

b∫
a

(
u(j)(t), v(j)(t)

)
X
dt.

For s ∈ R, k ∈ N and p ∈ [1,∞] define the Banach spaces

W k,p
s (a, b;H) = {f : (a, b)→ H; f (l)(·)e−st ∈ Lp(a, b;X), l = 0, . . . , k},

with the norms

‖f‖
Wk,p
s (a,b;X)

= ||fe−st||Wk,p(a,b;X).

The framework of our study will be determined by the following condi-

tions:

(H1) The operator A0 : D(A0) ⊆ H → H is linear, self-adjoint and

positive definite, i. e. there exists ω0 > 0 such that

(A0u, u) ≥ ω0 |u|2, ∀u ∈ D(A0);

(H2) The operator A1 : D(A1) ⊆ H → H is linear, self-adjoint,

D(A0) ⊆ D(A1) and there exists ω1 > 0 such that

|(A1u, u)| ≤ ω1 (A0u, u) , ∀u ∈ D(A0).

(HB1) The operator B : D(B) ⊆ H → H is A1/2
0 locally Lipschitz, i.e.

D(A
1/2
0 ) ⊂ D(B) and for every R > 0 there exists L(R) ≥ 0 such that

|B(u1)−B(u2)| ≤ L(R)|A1/2
0 (u1−u2)|, ∀ui ∈ D(A

1/2
0 ), |A1/2

0 ui| ≤ R, i = 1, 2;

(HB2) The operator B is the Fréchet derivative of some convex and

positive functional B with D(A
1/2
0 ) ⊂ D(B).

The hypothesis (HB2) implies, in particular, that the operator B is

monotone and verifies the condition

d

dt
B(u(t)) =

(
B(u(t)), u′(t)

)
, ∀t ∈ [a, b] ⊂ R
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in the case when u ∈ C([a, b], D(A
1/2
0 ))∩C1([a, b], H) (see, for example [26],

p. 29).

(HB3) The operator B possesses the Fréchet derivative B′ in D(A
1/2
0 )

and there exists L1(R) ≥ 0 such that∣∣(B ′(u1)−B ′(u2)
)
v
∣∣ ≤ L1(R)

∣∣A1/2
0 (u1−u2)

∣∣ |A1/2
0 v|, ∀u1, u2, v ∈ D(A

1/2
0 ),

|A1/2
0 ui| ≤ R, i = 1, 2.

In what follows, we present an inequality of Gronwall-Bellman type, which

will be used to prove the main results of this work.

Lemma 1.1. Suppose that v, z, h : [a, b] ⊂ R → R, v ∈ C([a, b]), z ∈
L2(a, b), h ∈ L1(a, b), v(t) ≥ 0 for t ∈ [a, b] and z(t) ≥ 0, h(t) ≥ 0, a. e.

t ∈ (a, b). If

v(t) +
(∫ t

t0

z2(s) ds
)1/2

≤ c0

(
v(t0) +

∫ t

t0

h(s) ds
)

+ c1

∫ t

t0

z(s) ds, ∀t0, t ∈ [a, b], t > t0 (1.1)

with c0 > 0, c1 > 0, then

v(t) +
(∫ t

a
z2(s) ds

)1/2

≤ max
{

(2c0)4 c21 (t−a)+1, (2c0)−4 c21 (t−a)+1
}(
v(a)+

∫ t

a
h(s) ds

)
, ∀t ∈ [a, b].

(1.2)

Proof. The inequality (1.1) implies(∫ t

t0

z2(s) ds
)1/2

≤ c0v(t0)+c0

∫ t

t0

h(s) ds+c1 (t−t0)1/2
(∫ t

t0

z2(s) ds
)1/2

, t, t0 ∈ [a, b], t > t0.
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If 0 ≤ t− t0 ≤ (2 c1)−2, t, t0 ∈ [a, b], then from this inequality, it follows that(∫ t

t0

z2(s) dτ
)1/2

≤ 2c0 v(t0) + 2c0

∫ t

t0

h(s) ds.

From the last inequality and (1.1), it follows that

v(t) +
(∫ t

t0

z2(s) ds
)1/2

≤ 2c0 v(t0) + 2c0

∫ t

t0

h(s) ds, ∀t, t0 ∈ [a, b], 0 ≤ t− t0 ≤ (2 c1)−2. (1.3)

Let

tk = a+
k

(2 c1)2
, k = 0, 1 . . . , n, tk ∈ [a, b].

Denote by

y(t) = v(t) +
(∫ t

a
z2(s) ds

)1/2
, g(t, tk) =

∫ t

tk

h(s) ds.

Then, from (1.3), we get

v(t) +
(∫ t

tk

z2(s) ds
)1/2

≤ 2c0

(
v(tk) + g(t, tk)

)
, t ∈ [tk, tk+1] ⊂ [a, b].

(1.4)

In particular, from (1.4), it follows that

v(tk) +
(∫ tk

tk−1

z2(s) ds
)1/2

≤ 2c0

(
v(tk−1) + g(tk, tk−1)

)
, [tk−1, tk] ⊂ [a, b].

(1.5)

Using (1.5), we deduce the inequalities

y(tk) ≤ c0y(tk−1) + c0v(tk−1) + 2c0 g(tk, tk−1) ≤ · · ·

≤ ck0v(a) +

k−1∑
j=0

ck−j0 v(tj) + 2

k−1∑
j=0

ck−j0 g(tj+1, tj), tk ∈ [a, b], (1.6)

v(tk) ≤ 2 c0

(
v(tk−1) + g(tk, tk−1)

)
≤ · · ·
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≤ (2c0)k v(a) +
k−1∑
j=0

(2c0)k−j g(tj+1, tj), tk ∈ [a, b]. (1.7)

Inequalities (1.6) and (1.7) imply

v(tk) +
(∫ tk

a
z2(s) ds

)1/2
≤ (2c0)k v(a) +

k−1∑
j=0

(2c0)k−j g(tj+1, tj)

≤ (2c0)k
(
v(a) +

k−1∑
j=0

∫ tj+1

tj

(2c0)−j h(s) ds
)

≤ (max{2c0, (2c0)−1)k
(
v(a) +

∫ tk

a
h(s) ds

)
. (1.8)

For each t ∈ [a, b] there exists tk ∈ (a, b] such that t ∈ [tk, tk+1] or t ∈ (tk+1, b]

and b− tk+1 < 1/4c2
1. Therefore, using (1.3) and (1.8), we obtain

v(t) +
(∫ t

a
z2(s) ds

)1/2
≤ v(t) +

(∫ tk

a
z2(s) ds

)1/2
+
(∫ t

tk

z2(s) ds
)1/2

≤ (2c0)v(tk) + (2c0)

∫ t

tk

h(s) ds+
(∫ tk

a
z2(s) ds

)1/2

≤ max
{

(2c0)k+1, (2c0)−k+1
}(
v(a) +

∫ t

a
h(s) ds

)
, t ∈ [tk, tk+1].

As k ≤ 4 c2
1 (t− a) for t ∈ [tk, tk+1], from the last inequality, we get (1.2). �

2 Existence of solutions to problems (Pε) and (P0)

In this section we will present the results about the solvability of problems

(Pε) and (P0) and also on the regularity of their solutions. They are not new

(see, for example, [1], p. 127) but we formulate and prove them in terms

of conditions (HB1) - (HB3) to specify the properties of smoothness of

solutions.
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Definition 2.1. Let T > 0 and f ∈ L2(0, T ;H), A : D(A) ⊆ H → H,

B : D(B) ⊆ H → H. The function u ∈ L2(0, T ;D(A) ∩ D(B)) with u′ ∈
L2(0, T ;H) and u′′ ∈ L2(0, T ;H) is called strong solution to the Cauchy

problem

u′′(t) + u′(t) +Au(t) +B
(
u(t)

)
= f(t), ∀t ∈ (0, T ), (2.1)

u(0) = u0, u′(0) = u1, (2.2)

if u satisfies the equality (2.1) in the sense of distributions a. e. t ∈ (0, T )

and the initial conditions (2.2) .

Definition 2.2. Let T > 0 and f ∈ L2(0, T ;H), A : D(A) ⊆ H → H,

B : D(B) ⊆ H → H. The function v ∈ L2(0, T ;D(A) ∩ D(B)) with v′ ∈
L2(0, T ;H) is called strong solution to the Cauchy problem

v′(t) +Av(t) +B
(
v(t)

)
= f(t), ∀t ∈ (0, T ), (2.3)

v(0) = u0. (2.4)

if v verifies the equality (2.3) in the sense of distributions a. e. t ∈ (0, T )

and the initial condition (2.4).

Theorem 2.1. Let T > 0. Let us assume that the operator A : D(A) ⊂ H →
H is linear, self-adjoint and positive definite, i. e. there exists ω > 0 such

that

(Au, u) ≥ ω|u|2, ∀u ∈ D(A), (2.5)

and the operator B : D(B) ⊂ H → H satisfies (HB1) and (HB2).

If u0 ∈ D(A), u1 ∈ D(A1/2) and f ∈W 1,1(0, T ;H), then there exists a

unique strong solution u to problem (2.1), (2.2), such that u ∈ C 2([0, T ];H),

A1/2u ∈ C1([0, T ];H), Au ∈ C([0, T ];H).

If, in addition, u1 ∈ D(A), f(0) − B(u0) − Au0 − u1 ∈ D(A1/2),

f ∈ W 2,1(0, T ;H) and (HB3) is fulfilled, then A1/2u ∈ W 2,∞(0, T ;H) and

u ∈W 3,∞(0, T ;H).
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Proof. Let H = D(A1/2) × H be the real Hilbert space endowed with the

scalar product

(U1, U2)H =
(
A1/2u1, A

1/2u2

)
+ (v1, v2), Ui = (ui; vi), i = 1, 2. (2.6)

Let L : V = D(A)×D(A1/2)→ H be the operator which is defined by

LU = (−v; Au+ v), U = (u; v) ∈ V. (2.7)

Let F : D(F) = R×H,

F(t, U) = (0; −B(u) + f̃(t)), t ∈ R, U = (u; v) ∈ H,

where f̃ : R → H is the extension of function f such that f̃ ∈ W 1,1(R;H)

and

||f̃ ||W 1,1(R;H) ≤ C(T ) ||f ||W 1,1(0,+∞;H). We examine the following Cauchy

problem in H {
U ′(t) + LU(t) = F(t, U), t ∈ R,
U(0) = U0,

(2.8)

where U(t) = (u(t); v(t)), U0 = (u0;u1). Since

(LU,U)H = |v|2 ≥ 0, ∀U = (u; v) ∈ V, (2.9)

it follows that the operator L is monotone. We will show that R(I+L) ⊇ H,
from which it will follow that L is even maximal monotone. Let G = (g;h) ∈
H be arbitrary. The equation

U + LU = G

is equivalent to the system{
v = u− g,
Au+ 2u = 2 g + h.

(2.10)
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If g ∈ D(A1/2) and h ∈ H, then the second equation from (2.10) has a unique

solution u ∈ D(A) ⊂ D(A1/2). From the first equation of the system (2.10),

it follows that v ∈ D(A1/2). Hence R(I + L) ⊇ H. Therefore, the operator

L is maximal monotone in H (see, for example, [1], p. 34). According to

Lumer - Phillips’s Theorem ([27], p. 58), the operator −L is an infinitesimal

generator of a C0- semigroup {S(t) ; t ≥ 0} of contractions on H.
From (HB1), it follows that

||F(t, U1)−F(t, U2)||H = |B(u1)−B(u2)| ≤ L(R) ||U1 − U2||H

for Ui = (ui; vi), ||Ui||H ≤ C(R), i = 1, 2. Hence, the mapping F is locally

Lipschitz in H with respect to the second variable. Then, there exists a > 0

such that the problem (2.8) has a unique C0-solution U ∈ C([0, a);H) (see,

for example, [27], p. 183). As U0 ∈ D(L) and f̃ ∈ W 1,1(R;H), it follows

that this solution is also a classical solution in [0, a). Indeed, let us examine

the function

v(t) =

∫ t

0
S(t− s)F(s, U(s)) ds.

For t ∈ (0, a) and h > 0, t+ h ∈ (0, a), we have

v(t+ h)− v(t) =

∫ 0

−h
S(t− s)F(s+ h, U(s+ h)) ds

+

∫ t

0
S(t− s)

(
F(s+ h, U(s+ h))−F(s, U(s))

)
ds. (2.11)

We observe that the function F is continuous in R×H and it maps the

bounded sets in R×H into bounded sets in H, because

||F(t, U)||H = |−B(u)+ f̃(t)| ≤ |B(0)|+L(R) |A1/2u|+ |f(0)|+ ||f̃ ||W 1,1(R;H)

≤ C
(
R, ||f̃ ||W 1,1(R;H)

)
, U ∈ D(F), ||U ||H ≤ R, t ∈ [0, a).

Therefore, from (2.11), it follows that

||v(t+ h)− v(t)||H ≤
∫ t

0

(
|f̃(s+ h)− f̃(s)|+ |B(u(s+ h))−B(u(s))|

)
ds
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+Mh ≤ h
(
M +

∫ t+h

0
|f̃ ′(s)|ds

)
+L(R)

∫ t

0
||U(s+h)−U(s)||H ds, (2.12)

where M = max
t∈[0,a],||U(t)||H≤R

|F(t, U)|. Since U(t) = S(t)U0 + v(t) and

||S(t+ h)U0 − S(t)U0||H ≤ ||S(h)U0 − U0||H ≤ ||LU0||H h,

from (2.12), we obtain

||U(t+ h)− U(t)||H ≤ h
(
M +

∫ ∞
0
|f̃ ′(s)|ds+ ||LU0||H

)
+L(R)

∫ t

0
||U(s+ h)− U(s)||H ds.

From the last inequality, using Gronwall’s Lemma (see, for example, [2], p.

156), we deduce that

||U(t+h)−U(t)||H ≤ eL(R) t
(
M+

∫ ∞
0
|f̃ ′(s)|ds+||LU0||H

)
h, t, t+h ∈ [0, a).

From here, it follows that the function t ∈ [0, a) → U(t) ∈ H is Lipschitz.

As f̃ ∈ W 1,1(0,+∞;H), then it follows that F ∈ W 1,1(0, a;H). Because

U0 ∈ D(L), from the equality

U(t) = S(t)U0 +

∫ t

0
S(t− s)F(s, U(s)) ds,

it follows that U is a classical solution to the problem (2.8) in [0, a).

In addition, if for some a > 0 U is the classical solution to problem (2.6)

in [0, a), then, due to (HB2), U is bounded on [0, a). Indeed, from the

equality

||U(t)||2H + 2

∫ t

0

(
L(U(s)), U(s)

)
H
ds+ 2B(u(t))

= ||U0||2H + 2B(u0) + 2

∫ t

0

(
f̃(s), v(s)

)
ds, t ∈ [0, a),

it follows that

||U(t)||2H ≤ ||U0||2H + 2B(u0) + 2

∫ t

0

(
f̃(s), v(s)

)
ds t ∈ [0, a).
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Using Lemma of Brézis, we obtain

||U(t)||H ≤
(
||U0||H + 2

(
B(u0)

)1/2
+ ||f̃ ||L1(R;H), t ∈ [0, a),

i. e. solution U is bounded on [0, a). This solution is also a C 0-solution in

[0, a). Moreover, the function U is a global classical solution to the problem

(2.8) (see, for example, [27], p. 183).

Now, we will show that U possesses the right derivative at t = 0. Let

h > 0. Then we have that

d

dh
||U(h)− U0||2H

= −2
(
L(U(h))−L(U0), U(h)−U0

)
H+ 2

(
F(h, U(h))−L(U0), U(h)−U0

)
H.

From the last equality, using (2.9), we obtain the the inequality

||U(h)− U0||2H ≤ 2

∫ h

0
||F(s, U(s))− L(U0)||H ||U(s)− U0||H ds,

from which, using Lemma of Brézis, it follows that

||U(h)− U0||H ≤
∫ h

0
||F(s, U(s))− L(U0)||H ds. (2.13)

Since F(s, U(s)) → F(0, U0) as s → 0 ı̂n H, we divide (2.13) on both sides

by h and pass to the limit as h→ 0. We obtain

lim sup
h↓0

1

h
||U(h)− U0||H ≤ ||F(0, U0)− L(U0)||H. (2.14)

As U is the strong solution to the problem (2.8) and the operator L is mono-

tone, then, for every z ∈ D(L), we have

1

2
||U(t)−z||2H ≤

1

2
||U(s)−z||2H+

∫ t

s

(
F(τ, U(τ))−Lz, U(τ)−z

)
H dτ, 0 ≤ s ≤ t,

from which it follows that(
U(h)− U0, U0 − z

)
H ≤

1

2
||U(h)− z||2H
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−1

2
||U0 − z||2H ≤

∫ h

0

(
F(τ, U(τ))− Lz, U(τ)− z

)
H dτ, h > 0. (2.15)

In virtue of (2.14), there exists a subsequence hk ↓ 0 such that

h−1
k

(
U(hk)− U0)

)
→ q, weakly in H.

Put h = hk in (2.15), then divide by hk and, in the obtained inequality, pass

to the limit as hk ↓ 0 to get the following inequality(
q −F(0, U0) + Lz, z − U0

)
H ≥ 0, ∀z ∈ D(L).

Since the operator L is maximal monotone in H, then, from the last inequal-

ity, it follows that q = F(0, U0)− LU0 and q does not depend on the subse-

quence hk. Since all subsequences h−1
k

(
U(hk) − U0)

)
converge in the weak

sense to q and these subsequences, due to inequality (2.14), are bounded, it

follows that q is a weak limit of the sequence h−1
(
U(h) − U0)

)
. It means

that

h−1
(
U(h)− U0)

)
→ F(0, U0)− LU0, weakly in H, h ↓ 0.

From the last relationship and (2.14), it follows that

d+

dt
U(0) = lim

h↓0

1

h

(
U(h)− U0

)
= F(0, U0)− L(U0).

Consequently, we have that U ∈ C1([0,∞); H). It follows that u is the

unique strong solution to the problem (2.1), satisfying: u ∈ C 2([0,∞);H),

A1/2u ∈ C1([0,∞);H) and u(t) ∈ D(A) for each t ∈ [0,+∞). Since∣∣B(u(t+ h)
)
−B

(
u(t)

)∣∣ ≤ L(R)
∣∣A1/2

(
u(t+ h)− u(t)

)∣∣→ 0, h→ 0,

where R = max
τ∈[t,t+1]

∣∣A1/2u(τ)
∣∣ and for each t ∈ [0,+∞)

||u(t+ h)− u(t)|| ≤ ω−1/2
∣∣A1/2

(
u(t+ h)− u(t)

)∣∣→ 0, h→ 0,
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then it follows that B(u) ∈ C([0,+∞;H). Therefore, from the equation (2.1)

it follows that Au ∈ C([0,∞) ;H). Consequently, we conclude that

u ∈ C 2([0, T ];H), A1/2u ∈ C1([0, T ];H), Au ∈ C([0, T ];H).

Let, now, u1 ∈ D(A), f(0)−B(u0)−Au0−u1 ∈ D(A1/2), f ∈W 2,1(0, T ;H)

and the condition (HB3) be fulfilled. Then F(0) − LU0 ∈ D(L), F ∈
W 1,1(0, T ;H) and

U ′(t) = S(t)
(
F(0)− LU0

)
+

∫ t

0
S(t− s)F ′(s) ds, t ≥ 0.

Therefore, for the function U ′h(t) = U ′(t+ h)− U ′(t) the equality

U ′h(t) = S(h)(S(t)− I)
(
F(0)−LU0

)
+

∫ t

0
S(t− s)F ′h(s) ds, t ≥ 0 (2.16)

is valid and the estimate

||S(t)(S(h)− I)
(
F(0)− LU0

)
||H ≤ ||L

(
F(0)− LU0

)
||H h, (2.17)∣∣∣∣∣∣ ∫ t

0
S(t− s)F ′h(s) ds

∣∣∣∣∣∣
H
≤ I1(h) + I2(t, h), (2.18)

holds, where

I1(h) =

∫ 0

−h

∣∣f̃ ′(s+ h)−B′
(
u(s+ t)

)
u′u(s+ h)

∣∣ ds,
and

I2(t, h) =

∫ t

0

(∣∣f̃ ′h∣∣+
∣∣(B(u(s)

)′
h

∣∣) ds.
Due to (HB3), for I1(h), we have that

I1(h) ≤ C1(h)h, (2.19)

where

C1(h) = |f ′(0)|+||f̃ ′′||L1(0,h:H)+
(
L1(R)R+||B′(0)||ω−1/2

)
max
s∈[0,h]

∣∣A1/2u′(s)
∣∣
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and R = max
s∈[0,h]

∣∣A1/2u(s)
∣∣. For I2(t, h), we have that

I2(t, h) ≤ ||f̃ ′′||L1(0,t+h;H) h+ C2(T, h)

∫ t

0

∣∣A1/2u′h(s)
∣∣ ds

≤ ||f̃ ′′||L1(0,t+h;H) h+ C2(T, h)

∫ t

0

∣∣∣∣U ′h(s)
∣∣∣∣
H ds, (2.20)

where

C2(T, h) =
(
L1(R1)R1 + ||B′(0)||ω−1/2

)
, R1 =

∣∣∣∣A1/2u
∣∣∣∣
C1([0,T+h];H)

.

From (2.16), using the estimates (2.17), (2.18), (2.19) and (2.20), we deduce

that ∣∣∣∣U ′h(t)
∣∣∣∣
H ≤

(
||L
(
F(0)− LU0

)
||H + C1(h)

+||f̃ ′′||L1(0,t+h;H)

)
h+ C2(T, h)

∫ t

0

∣∣∣∣U ′h(s)
∣∣∣∣
H ds, t ∈ [0, T ].

Applying Lemma of Brézis to the last inequality, we get∣∣∣∣U ′h(t)
∣∣∣∣
H ≤

(
||L
(
F(0)− LU0

)
||H + C1(h) + ||f̃ ′′||L1(0,t+h;H)

)
h eC2(T,h) t,

t ∈ [0, T ].

It follows that the function U ′ : [0, T ] → H is Lipschitz. Therefore,

U ′ ∈ W 1,∞(0, T ;H). It follows that A1/2u ∈ W 2,∞(0, T ;H) and u ∈
W 3,∞(0, T ;H). �

Theorem 2.2. Let T > 0. Let us assume that the operator A : D(A) ⊂ H →
H is linear, self-adjoint, positive definite, satisfies condition (2.5) and the

operator B verifies (HB1) and (HB2). If u0 ∈ D(A) and f ∈W 1,1(0, T ;H),

then there exists a unique strong solution to the problem (2.3), (2.4), such

that v ∈ C1([0, T ];H), Av ∈ C([0, T ];H). For this solution the following

estimates∣∣∣∣v∣∣∣∣
C([0, t];H)

+ ||A1/2v||L2(0, t;H) ≤ CM0(t), ∀t ∈ [0, T ], (2.21)
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∣∣∣∣A1/2v
∣∣∣∣
C([0, t];H)

+ ||v ′||C([0, t];H) +
∣∣∣∣A1/2v ′

∣∣∣∣
L2(0, t;H)

≤ C(ω)M1(t), ∀t ∈ [0, T ], (2.22)

are valid, where

M0(t) =
∣∣u0

∣∣+

∫ t

0

(
|f(s)|+ |B(0)|

)
ds,

M1(t) =
∣∣Au0

∣∣+ ||f ||W 1, 1(0, t;H) + |B(0)|+ |f(0)|.

Proof. First of all we will show that every classical solution to the problem

(2.3), (2.4) verifies the estimates (2.21), (2.22). To this end we multiply in H

the equation (2.3) by v(t) and then integrate the obtained equality. Taking

into account that the operator B is monotone, we obtain

|v(t)|2 + 2

∫ t

0

(
Av(s), v(s)

)
ds ≤ |u0|2 + 2

∫ t

0

(
f(s)−B(0), v(s)

)
ds, t ≥ 0.

From the last inequality, using Lemma of Brézis, we obtain the estimate

(2.21).

To prove the estimate (2.22) denote vh(t) = v(t+h)− v(t), h > 0. Then,

as the operator B is monotone, for vh, we obtain

|vh(t)|2+2

∫ t

0

(
Avh(s), vh(s)

)
ds ≤ |vh(0)|2+2

∫ t

0

(
fh(s), vh(s)

)
ds, t ≥ 0,

from which, using Lemma of Brézis, it follows the inequality

|vh(t)|+
∫ t

0

(
Avh(s), vh(s)

)
ds ≤ |vh(0)|+

∫ t

0
|fh(s)| ds, t ≥ 0.

Divide the last inequality by h and pass to the limit as h→ 0 in the obtained

inequality, in addition, using Fatou’s Lemma, we obtain

||v ′||C([0, t];H) +
∣∣∣∣A1/2v ′

∣∣∣∣
L2(0, t;H)

≤M1(t), t ∈ [0, T ]. (2.23)
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Multiplying scalar in H the equation (2.3) by v, using (2.23) and the fact

that the operator B is monotone, we get∣∣A1/2v(t)
∣∣2 ≤ (f(t), v(t)

)
−
(
v′(t), v(t)

)
−
(
B(0), v(t)

)
≤ |v(t)|

(
|f(t)|+ |B(0)|+ |v′(t)|

)
≤ C ω−1/2

∣∣A1/2v(t)
∣∣M1(t), t ∈ [0, T ].

From the last estimate and (2.23) the estimate (2.22) follows.

Let us prove the solvability of the problem (2.3), (2.4). Let {S(t); t ≥ 0}
be the C0-semigroup of linear operators with the infinitesimal generator −A.
Let f̃ be the extension of function f on R, which is defined in Theorem 2.1,

and F(t, v(t)) = f̃(t)−B
(
v(t)

)
. Similarly, as in Theorem 2.1 it is proved that

F is a locally Lipschitz function in H with respect to the second variable, F
is continuous on R×H and maps the bounded sets in R×H into bounded

sets in H. Therefore, the proof of Theorem 2.2 follows the very same way as

the proof of Theorem 2.1. �

3 A priori estimates for solutions to the problem

(Pε)

In what follows, we will give some a priori estimates of solutions to the

problem

ε u′′ε(t) + u′ε(t) +Auε(t) +B
(
uε(t)

)
= f(t), t ∈ (0, T ), (3.1)

uε(0) = u0, u′ε(0) = u1, (3.2)

in the case when the operatorB is monotone. These estimates will be uniform

with respect to the small ε and will be used to study the behavior of solutions

to the problem (Pε) when ε→ 0.

Lemma 3.1. Let us assume that the operator A : D(A) ⊂ H → H is

linear, self-adjoint, positive definite, satisfies (2.5) and the operator B verifies
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(HB1) and (HB2). If u0 ∈ D(A), u1 ∈ D(A1/2) and f ∈ W 1,1(0,∞;H),

then there exists C = C(ω) > 0 such that for every strong solution uε to the

problem (3.1), (3.2), the estimates

||A1/2uε ||C([0, t];H) + ||u′ε||L2(0, t;H) +
(
B
(
uε(t)

))1/2
≤m, ∀ε ∈ (0, 1], ∀t ≥ 0,

(3.3)

ε||u′′ε ||C([0, t];H) + ||u′ε||C([0, t];H) +
∣∣∣∣A1/2u′ε

∣∣∣∣
L2(0, t;H)

≤ C e12L2(m) tm1, ∀ε ∈ (0, 1], ∀t ≥ 0, (3.4)

||Auε(t)||C([0,t];H) ≤ Cm2 e

(
6L2(m)+1

)
t, ∀ε ∈ (0, 1/2], ∀t ≥ 0, (3.5)

are valid, where

m = |A1/2u0|+ |u1|+ |B(u0)|1/2 + ||f ||L2(0,∞;H),

m1 = |Au0|+ |A1/2u1|+ |B(u0)|+ |B(u0)|1/2 + ||f ||W 1,1(0,∞;H),

m2 =
(
L(m) + 1

)
m1.

If B = 0, then, in (3.3), (3.4) and (3.5), L(m) = 0, m2 = m1,

m = |A1/2u0|+|u1|+||f ||L2(0,∞;H)

)
, m1 = |Au0|+|A1/2u1|+||f ||W 1,1(0,∞;H).

Proof. Proof of the estimate (3.3). Denote by

E0(u, t) = ε|u′(t)|2 +
(
Au(t), u(t)

)
+ 2

∫ t

0
|u′(τ)|2dτ + 2B(u(t)).

Using Theorem 2.1, by direct computations, we obtain that, for every strong

solution uε to the problem (3.2), the equality

d

dt
E0(uε, t) = 2

(
f(t), u′ε(t)

)
, ∀t ≥ 0

holds. Integrating this equality, we get

E0(t, uε) ≤ E0(uε, 0) +

∫ t

0
|f(s)| |u′ε(s)| ds, ∀t ≥ 0. (3.6)
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If f ∈W 1,1(0,∞;H), then f ∈ Lp(0,∞;H), p ∈ [1,∞] and

||f ||Lp(0,∞;H) ≤ C(p) ||f ||W 1,1(0,∞;H). (3.7)

Therefore, from (3.7), via to Hölder’s inequality, it follows the estimate

∣∣∣∣A1/2uε
∣∣∣∣
C([0 ,t;H)

+ ||uε||L2(0 ,t;H) +
(
B
(
uε(t)

))1/2

≤ E1/2
0 (uε, 0) + ||f ||L2(0 ,t;H) + |B(u0)|1/2, ∀ε ∈ (0, 1], ∀t ≥ 0,

from which we get the estimate (3.3).

Proof of the estimate (3.4). Denote by uεh(t) = uε(t+ h)− uε(t), ∀h >
0, ∀t ≥ 0 and

E(u, t) = ε2|u′(t)|2 +
1

2
|u(t)|2 + ε

(
Au(t), u(t)

)
+ ε

∫ t

0
|u′(τ)|2dτ

+ε
(
u(t), u′(t)

)
+

∫ t

0

(
Au(τ), u(τ)

)
dτ. (3.8)

For every strong solution uε to (3.2), the equality

d

dt
E(uεh, t) =

(
2εu′εh(t) + uεh(t), fh(t)− (B(uε(t)))h

)
, ∀t > 0 (3.9)

holds. According to (HB1) and (3.3), we have that∣∣(B(uε(t)))h
∣∣ =

∣∣B(uε(t+ h))−B(uε(t))
∣∣ ≤ L(m)

∣∣A1/2uεh(t)
∣∣

and

|2εu′εh + uεh(t)| ≤ 2(E(uεh, t))
1/2.

Integrating the equality (3.9) on (t0, t), we obtain

E(uεh, t)

≤ E(uεh, t0)+2

∫ t

t0

(
|fh(τ)|+L(m)

∣∣A1/2uεh(τ)
∣∣)E1/2(uεh, τ) dτ, t > t0 ≥ 0.
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From the last inequality, using Lemma of Brézis and Lemma 1.1, we get

|uεh(t)|+
(∫ t

0

∣∣A1/2uεh(τ)
∣∣2dτ)1/2

≤ C e4L2(m) t
(
E1/2(uεh, 0) +

∫ t

0
|fh(τ)| dτ

)
, ∀t ≥ 0. (3.10)

To obtain the estimate (3.4), divide (3.10) by h, then pass to the limit as

h ↓ 0.

Proof of the estimate (3.5). Let Aλ be the Yosida approximation of

operator A. Let us define

E1(u, t) = ε
(
Aλu

′(t), u′(t)
)

+
(
Aλu(t), u(t)

)
+
(
Aλu(t), Au(t)

)
+ 2ε

(
Aλu(t), u′(t)

)
+2(1− ε)

∫ t

0

(
Aλu

′(τ), u′(τ)
)
dτ + 2

∫ t

0

(
Aλu(τ), Au(τ)

)
dτ. (3.11)

Due to Theorem 2.1, by direct computations, for every strong solution uε to

the problem (3.2), we get

d

dt
E1(uε, t) = 2

(
f(t)−B

(
uε(t)

)
, Aλuε(t) +Aλu

′
ε(t)
)
, ∀t > 0.

Integrating this equality, we obtain

E1(uε, t)

= E1(uε, 0) + 2

∫ t

0

(
f(τ)−B

(
uε(τ)

)
, Aλuε(τ) +Aλu

′
ε(τ)

)
dτ, ∀t ≥ 0.

(3.12)

Due to (HB2) and (3.4), for every t > 0, we have that B(uε) ∈W 1,2(0, t;H)

and ∫ t

0

∣∣∣(B(uε(τ)
))′∣∣∣2 dτ ≤ L2(m)

∫ t

0

∣∣A1/2u′ε(τ)
∣∣2 dτ

≤ C L2(m) e4L2(m) tm1
2, ∀ε ∈ (0, 1], ∀t ≥ 0. (3.13)
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Hence, B(uε) ∈ W 1,1(0, t;H) for every t > 0 and the function t ∈ [0,∞) →
B
(
uε(t)

)
∈ H is absolutely continuous. Then∫ t

0

(
B
(
uε(τ)

)
, Aλu

′
ε(τ)

)
dτ =

(
B
(
uε(t)

)
, Aλuε(t)

)
−
(
B
(
u0), Aλu0

)
−
∫ t

0

((
B
(
uε(τ)

))′
, Aλuε(τ)

)
dτ

and the equality (3.12) will take the form

E1(uε, t) = E1(uε, 0) + I1(t, ε) + I2(t, ε) + I3(t, ε), ∀t ≥ 0, (3.14)

where

I1(t, ε) = 2
(
f(t)−B

(
uε(t)

)
, Aλuε(t)

)
− 2
(
f(0)−B(u0), Aλu0

)
,

I2(t, ε) = 2

∫ t

0

(
f(τ)− f ′(τ)−B

(
uε(τ)

)
, Aλuε(τ)

)
dτ,

I3(t, ε) = 2

∫ t

0

((
B
(
uε(τ)

))′
, Aλuε(τ)

)
dτ.

Using (HB1), (3.3) and proprieties of the Yosida approximation ([1], p. 99),

for I1(t, ε), we obtain∣∣I1(t, ε)
∣∣ ≤ 1

2

∣∣Aλuε(t)∣∣2 + L2(m)
(∣∣A1/2uε(t)

∣∣2 +
∣∣A1/2u0

∣∣)
+C

(
|Au0|2 + |B(u0)|2 + ||f ||2W 1, 1(0,∞;H)

)
≤ 1

2

(
Aλuε(t), Auε(t)

)
+ Cm2

2, ∀ε ∈ (0, 1/2], ∀t ≥ 0. (3.15)

Due to (HB2), (3.3) and the properties of Yosida approximation, we have

that ∣∣∣B(uε(τ)
)∣∣ ≤ ∣∣B(u0)

∣∣+ L(m)
(∣∣A1/2uε(τ)

∣∣+
∣∣A1/2u0

∣∣), ∀τ ≥ 0,

and

E1(uε, t) ≥ 0,
∣∣Aλuε(t)∣∣ ≤ E1/2

1 (uε, t), ∀ε ∈ (0, 1], ∀t ≥ 0.
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Therefore, for I2(t, ε), we obtain∣∣I2(t, ε)
∣∣ ≤ ∫ t

0
k(τ)E

1/2
1 (uε, τ) dτ, ∀ε ∈ (0, 1], ∀t ≥ 0, (3.16)

where

k(τ) = |f(τ)|+ |f ′(τ)|+ L(m)
(∣∣A1/2uε(τ)

∣∣+
∣∣A1/2u0

∣∣)+
∣∣B(u0)

∣∣.
Using the estimate (3.3), for k(τ), we get∫ t

0
k(τ) dτ ≤ C

(
1 + t L(m)

)
m1, ∀ε ∈ (0, 1/2], ∀t ≥ 0. (3.17)

Using the estimate (3.13) and the properties of Yosida approximation, for

I3(t, ε), we obtain ∣∣I3(t, ε)
∣∣ ≤ ∫ t

0

(
Aλuε(τ), Auε(τ)

)
dτ

+C L2(m) e4L2(m) tm1
2, ∀ε ∈ (0, 1], ∀t ≥ 0. (3.18)

Using the properties of Yosida approximation, for E1(uε, 0), we get

E1(uε, 0) ≤ C
(∣∣A1/2u1

∣∣2 +
∣∣Au0

∣∣2), ∀ε ∈ (0, 1]. (3.19)

Hence, from (3.14), using the estimates (3.15), (3.16) and (3.18), we get

E1(uε, t) ≤ C
(
m2

2 e4L2(m) t+

∫ t

0
k(τ)E

1/2
1 (uε, τ)dτ

)
, ∀ε ∈ (0, 1/2], ∀t ≥ 0.

From this inequality, using Lemma of Brézis and the estimate (3.17), we

obtain the inequality

E
1/2
1 (uε, t) ≤m2 e

(
2L2(m)+1

)
t, ∀ε ∈ (0, 1/2], ∀t ≥ 0,

from which it follows that(
Aλuε(t), Auε(t)

)
≤ Cm2

2 e2
(

2L2(m)+1
)
t, ∀ε ∈ (0, 1/2], ∀t ≥ 0.

Finally, passing to the limit in the last inequality as λ → 0 and using the

properties of Yosida approximation, we obtain the estimate (3.5). �
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Let uε be the strong solution to the problem (3.1), (3.2) and let us denote

by

zε(t) = u′ε(t) + he−t/ε, h = f(0)− u1 −Au0 −B(u0). (3.20)

Lemma 3.2. Let us assume that the operator A : D(A) ⊂ H → H is

linear, self-adjoint, positive definite, verifies (2.5) and the operator B verifies

(HB1), (HB2) and (HB3). If u0, u1, h ∈ D(A) and f ∈ W 2, 1(0,∞;H),

then for zε, defined by (3.20), the estimates

||A1/2zε||C([0, t];H) + ||z′ε||C([0, t];H) +
∣∣∣∣A1/2z′ε

∣∣∣∣
L2(0, t;H)

≤ Cm3 e
γ t, ∀ε ∈ (0, 1], ∀t ≥ 0, (3.21)

are valid, where γ = γ(m) = 12
(
L2(m) +

[
mL1(m) + ||B′(0)||ω−1/2

]2),
C = C(ω, ||B′(0)||) and

m3 = ||f ||W 2,1(0,∞;H) + |Ah|+ L1(m)m1

(
1 +

∣∣A1/2h
∣∣+
∣∣A1/2u0

∣∣).
If B = 0, then h = f(0)−Au0 − u1 and

||A1/2zε||C([0, t];H) + ||z′ε||C([0, t];H) +
∣∣∣∣A1/2z′ε

∣∣∣∣
L2(0, t;H)

≤ C
(∣∣A(h+ u1)

∣∣+ ||f ||W 2,1(0,t;H)

)
, ∀ε ∈ (0, 1], ∀t ≥ 0.

Proof. Under the conditions of this lemma
(
B(uε)

)′ ∈W 1,1(0, T ;H) for ε ∈
(0, 1], where uε is solution to the problem (3.2). Indeed, by Theorem 2.1,

uε ∈ W 3,∞(0, T ;H) and A1/2uε ∈ W 2,∞(0, T ;H). Therefore, using (HB3)

and Lemma 3.1, we deduce∣∣(B(uε(t))
)′∣∣ =

∣∣B ′(uε(t))u′ε(t)∣∣
≤
(
L(m)m + ω−1/2 ||B′(0)||

)∣∣A1/2u′ε(t)
∣∣, ∀t ∈ [0, T ]. (3.22)

For h > 0 and t, t+ h ∈ [0, T ], we have that∣∣∣h−1
((
B(uε(t))

)′)
h

∣∣∣
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≤
∣∣∣h−1

(
B′
(
uε(t+ h)

)
−B′

(
uε(t)

))
u′ε(t+ h)

∣∣∣+
∣∣∣h−1B′

(
uε(t)

)
u′εh(t)

∣∣∣
≤ L1(m)

∣∣h−1A1/2uεh(t)
∣∣ ∣∣A1/2u′ε(t+ h)

∣∣
+
(
L1(m)m + ω−1/2 ||B′(0)||

) ∣∣h−1A1/2u′εh
∣∣, ∀t ∈ [0, T − h], (3.23)

where

uεh(t) = uε(t+ h)− uε(t), ∀h > 0, ∀t ∈ [0, T − h).

Then we can state that
(
B(uε

)′ ∈W 1,2(0, T ;H) (see, for example [1], p. 34).

So
(
B(uε

)′ ∈ W 1,1(0, T ;H) for every T > 0. Consequently, the functional

F(t, ε) = f ′(t) −
(
B
(
uε(t)

))′
+ e−t/εAα belongs to W 1,1(0, T ;H) for each

T > 0. Thus, according to Theorem 2.1, the function zε, defined by (3.20),

is a strong solution to the problem{
εz′′ε (t) + z′ε(t) +Azε(t) = F(t, ε), a. e. t ∈ (0, T ),

zε(0) = v1 + α, z′ε(0) = 0,
(3.24)

where

F(t, ε) = f ′(t)−
(
B
(
uε(t)

))′
+ e−t/εAα (3.25)

and possesses the following regularity properties

zε ∈ C2([0,∞);H), A1/2zε ∈ C1([0,∞);H), Azε ∈ C([0,∞);H).

Let h > 0, zεh(t) = zε(t + h) − zε(t) and let the functional E(u, t) be

defined by (3.8). By the direct computations, we obtain

d

dt
E(zεh, t) =

(
Fh(t, ε), zεh(t) + 2εz′εh(t)

)
, a. e. t ∈ (0, T − h). (3.26)

Using (HB1), (HB3) and (3.3), we get∣∣∣(((B(uε(t)))′)
h

∣∣∣ ≤ γ0

∣∣A1/2zεh(t)
∣∣+ k(t, h, ε),

where γ0 = mL1(m) + ||B′(0)||ω−1/2 and

k(t, h, ε) = L1(m)
∣∣A1/2uεh(t)

∣∣ ∣∣A1/2u′ε(t+ h)
∣∣
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+
(
mL1(m)

∣∣A1/2α
∣∣+ ||B′(0)|| |α|

)(
e−t/ε

)
h
.

As

|zεh(t) + 2εz′εh(t)| ≤ 2v(t),

where

v2(t) = ε2 |z′εh(t)|2 +
1

2
|zεh(t)|2 + ε

(
Azεh(t), zεh(t)

)
+ ε

(
zεh(t), z′εh(t)

)
,

integrating the equality (3.26) on (t0, t), we obtain

v2(t) +

∫ t

t0

(
Azεh(s), zεh(s)

)
ds

≤ v2(t0) + 2

∫ t

t0

(
k1(s, h, ε) + γ0

∣∣A1/2zεh(s)
∣∣) v(s) ds, t > t0 ≥ 0, (3.27)

where

k1(t, h, ε) = k(t, h, ε) + |f ′h(t)|+
(
e−t/ε

)
h
|Aα|.

Applying Lemma of Brézis to the inequality (3.27), we get

v(t) +
(∫ t

t0

(
Azεh(s), zεh(s)

)
ds
)1/2

≤ v(t0) +

∫ t

t0

k1(s, h, ε) ds+ γ0

∫ t

t0

∣∣A1/2zεh(s)
∣∣ ds, t > t0 ≥ 0. (3.28)

Applying Lemma 1.1 to the inequality (3.28), we deduce that

v(t) +
(∫ t

0

∣∣A1/2zεh(s)
∣∣2 ds)1/2

≤ 2 e4 γ20 t
(
v(0) +

∫ t

0
k1(s, h, ε) ds

)
, ∀t ≥ 0. (3.29)

Due to (3.4), we get∫ t

0
h−1 k1(s, h, ε) ds ≤ C e4L2(m) tm3, ∀ε ∈ (0, 1], ∀t ≥ 0.
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Then, from (3.29), it follows that

h−1 |zεh|+ h−1
(∫ t

0

∣∣A1/2zεh(τ)
∣∣2 dτ)1/2

≤ C eγ t
(
h−1E1/2(zεh, 0) + m3

)
, ∀ε ∈ (0, 1], ∀t ≥ 0. (3.30)

Next we calculate the limits

lim
h↓0

h−2E(zεh, 0) = |f ′(0)−B′(u0)u1 −A(α+ u1)|2,

lim
h↓0

h−2

∫ t

0

∣∣A1/2zεh(τ)
∣∣2 dτ =

∫ t

0

∣∣A1/2z′ε(τ)
∣∣2 dτ.

Passing to the limit in (3.28) as h ↓ 0 and using the last two relationships,

we get

||z′ε||C([0,t];H) + ||A1/2z′ε||L2(0,t;H) ≤ C eγ tm3, ∀ε ∈ (0, 1], ∀t ≥ 0. (3.31)

In what follows, we denote by

E(u, t) = ε|u′(t)|2 + |u(t)|2 +
(
Au(t), u(t)

)
+ 2(1− ε)

∫ t

0
|u′(τ)|2dτ

+2ε
(
u(t), u′(t)

)
+ 2

∫ t

0

(
Au(τ), u(τ)

)
dτ. (3.32)

Then we have

d

dt
E(zε, t) = 2

(
F(t, ε), zε(t) + z′ε(t)

)
, a. e. t ≥ 0.

Integrating the last equality, we obtain

E(zε, t) = E(zε, 0) + 2

∫ t

0

(
F(s, ε), zε(s) + z′ε(s)

)
ds, ∀t ≥ 0. (3.33)

Taking into account (3.20), (HB3) and (3.3), (3.4), (3.31), we get∫ t

0

∣∣∣(F(s, ε), zε(s) + z′ε(s)
)∣∣∣ ds
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≤
∫ t

0

(
mL1(m)

∣∣A1/2u′ε(s)
∣∣+ |f ′(s)|+ |Aα| e−s/ε

)
×

×
(
|u′ε(s)|+ |α| e−s/ε + |z′ε(s)|

)
ds ≤ C e2 γ tm3

2,∀ε ∈ (0, 1], ∀t ≥ 0. (3.34)

For E(zε, 0) we have the estimate

E(zε, 0) ≤ |α+ u1|2 +
∣∣A1/2(α+ u1)

∣∣2 ≤ C ∣∣A1/2(α+ u1)
∣∣2. (3.35)

From (3.30), using the estimates (3.34) and (3.35), we deduce that∣∣A1/2zε
∣∣
C([0,t];H)

≤ C eγ tm3, ∀ε ∈ (0, 1], ∀t ≥ 0. (3.36)

From estimates (3.31), (3.36), the estimate (3.21) follows. �

4 The relationship between the solutions to the

problems (Pε) and (P0) in the linear case

Now we are going to present the relationship between the solutions to

the problem (Pε) and the corresponding solutions to the problem (P0) in

the linear case, i. e. B = 0. This relationship was established in the work

[21]. To this end we define the kernel of transformation which realizes this

relationship.

For ε > 0, let us denote by

K(t, τ, ε) =
1

2
√
πε

(
K1(t, τ, ε) + 3K2(t, τ, ε)− 2K3(t, τ, ε)

)
,

where

K1(t, τ, ε) = exp
{3t− 2τ

4ε

}
λ
(2t− τ

2
√
εt

)
,

K2(t, τ, ε) = exp
{3t+ 6τ

4ε

}
λ
(2t+ τ

2
√
εt

)
,

K3(t, τ, ε) = exp
{τ
ε

}
λ
( t+ τ

2
√
εt

)
, λ(s) =

∫ ∞
s

e−η
2
dη.

The properties of the kernel K(t, τ, ε) are collected in the following lemma.
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Lemma 4.1. The function K(t, τ, ε) possesses the following properties:

(i) K ∈ C([0,∞)× [0,∞)) ∩ C2((0,∞)× (0,∞));

(ii) Kt(t, τ, ε) = εKττ (t, τ, ε)−Kτ (t, τ, ε), ∀t > 0, ∀τ > 0;

(iii) εKτ (t, 0, ε)−K(t, 0, ε) = 0, ∀t ≥ 0;

(iv) K(0, τ, ε) =
1

2ε
exp

{
− τ

2ε

}
, ∀τ ≥ 0;

(v) For every fixed t > 0 and every q, s ∈ N, there exist constants

C1(q, s, t, ε) > 0 and C2(q, s, t) > 0 such that∣∣∂st ∂qτK(t, τ, ε)
∣∣ ≤ C1(q, s, t, ε) exp{−C2(q, s, t)τ/ε}, ∀τ > 0;

Moreover, for γ ∈ R there exist C1, C2 and ε0, all of them positive and

depending on γ, such that the following estimates are fulfilled:∫ ∞
0

eγ τ
∣∣Kt(t, τ, ε)

∣∣ dτ ≤ C1 ε
−1 eC2t, ∀ε ∈ (0, ε0], ∀t ≥ 0,∫ ∞

0
eγ τ

∣∣Kτ (t, τ, ε)
∣∣ dτ ≤ C1 ε

−1 eC2t, ∀ε ∈ (0, ε0], ∀t ≥ 0,∫ ∞
0

eγ τ
∣∣Kτ τ (t, τ, ε)

∣∣ dτ ≤ C1 ε
−2 eC2t, ∀ε ∈ (0, ε0], ∀t ≥ 0,

(vi) K(t, τ, ε) > 0, ∀t ≥ 0, ∀τ ≥ 0;

(vii) For every continuous function ϕ : [0,∞)→ H with |ϕ(t)| ≤M exp{γ t}
the following equality is true:

lim
t→0

∣∣∣ ∫ ∞
0

K(t, τ, ε)ϕ(τ)dτ −
∫ ∞

0
e−τϕ(2ετ)dτ

∣∣∣ = 0,

for every ε ∈
(
0, (2 γ)−1

)
;

(viii) ∫ ∞
0

K(t, τ, ε)dτ = 1, ∀t ≥ 0,
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(ix) Let γ > 0 and q ∈ [0, 1]. There exist C1, C2 and ε0 all of them positive

and depending on γ and q, such that the following estimates are fulfilled:∫ ∞
0

K(t, τ, ε) eγτ |t− τ |q dτ ≤ C1 e
C2t εq/2, ∀ε ∈ (0, ε0], ∀t > 0.

If γ ≤ 0 and q ∈ [0, 1], then∫ ∞
0

K(t, τ, ε) eγτ |t− τ |q dτ ≤ C εq/2
(
1 +
√
t
)q
, ∀ε ∈ (0, 1], ∀t ≥ 0;

(x) Let p ∈ (1,∞] and f : [0, ∞) → H, f(t) ∈ W 1,p
γ (0,∞;H). If γ > 0,

then there exist C1, C2 and ε0 all of them positive and depending on γ

and p, such that ∣∣∣f(t)−
∫ ∞

0
K(t, τ, ε)f(τ)dτ

∣∣∣
≤ C1 e

C2t ||f ′||Lpγ(0,∞;H) ε
(p−1)/2p, ∀ε ∈ (0, ε0], ∀t ≥ 0.

If γ ≤ 0, then ∣∣∣f(t)−
∫ ∞

0
K(t, τ, ε)f(τ)dτ

∣∣∣
≤ C(γ, p) ‖f ′‖Lpγ(0,∞;H)

(
1 +
√
t
) p−1

p ε(p−1)/2p, ∀ε ∈ (0, 1], ∀t ≥ 0.

(xi) For every q > 0 and α ≥ 0 there exists a constant C(q, α) > 0 such

that∫ t

0

∫ ∞
0

K(τ, θ, ε) e−q θ/ε |τ − θ|α dθ dτ ≤ C(q, α) ε1+α, ∀ε > 0, ∀t ≥ 0;

(xii) Let f ∈ W 1,∞
γ (0,∞;H) with γ ≥ 0. There exist positive constants

C1, C2 and ε0, depending on γ, such that∣∣∣ ∫ ∞
0

Kt(t, τ, ε)f(τ)dτ
∣∣∣ ≤ C1 e

C2t‖f ′‖L∞γ (0,∞;H), ∀ε ∈ (0, ε0], ∀t ≥ 0.
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Theorem 4.1. Let B = 0. Let us assume that A : D(A) ⊂ H → H is a posi-

tive definite operator and f ∈ L∞γ (0,∞;H) for some γ ≥ 0. If uε is the strong

solution to the problem (3.1), (3.2), with uε ∈W 2,∞
γ (0,∞;H)∩L∞γ (0,∞;H),

Auε ∈ L∞γ (0,∞;H), then for every 0 < ε < (4γ)−1 the function wε, defined

by

wε(t) =

∫ ∞
0

K(t, τ, ε)uε(τ) dτ,

is the strong solution in H to the problem{
w′ε(t) +Awε(t) = F0(t, ε), a. e. t > 0,

wε(0) = ϕε,

where

F0(t, ε) =
1√
π

[
2 exp

{ 3t

4ε

}
λ
(√ t

ε

)
− λ
(1

2

√
t

ε

)]
u1 +

∫ ∞
0

K(t, τ, ε) f(τ) dτ,

ϕε =

∫ ∞
0

e−τ uε(2ετ) dτ.

5 Limits of solutions to the problem (Pε) as

ε→ 0

In this section we will prove the convergence estimates for the difference of

solutions to the problems (Pε) and (P0). These estimates will be uniform

relative to small values of the parameter ε.

Theorem 5.1. Let T > 0 and p ∈ (1,∞]. Let us assume that the operators

A0, A1 satisfy (H1), (H2) and the operator B verifies (HB1) and (HB2).

If u0, u0ε ∈ D(A0), u1ε ∈ D(A
1/2
0 ) and f, fε ∈ W 1,p(0, T ;H), then there

exist C = C(T, p, ω0, ω1, L(µ)) > 0, ε0 = ε0(ω0, ω1, L(µ)), ε0 ∈ (0, 1), such

that

||uε − v||C([0,T ];H)
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≤ C
(
M2(T, u0ε, u1ε, fε) ε

β + |u0ε − u0|+ ||fε − f ||Lp(0,T ;H)

)
,∀ε ∈ (0, ε0],

(5.1)

||A1/2
0 uε −A1/2

0 v||L2(0,T ;H)

≤ C
(
M2(T, u0ε, u1ε, fε) ε

β + |u0ε − u0|+ ||fε − f ||Lp(0,T ;H)

)
,∀ε ∈ (0, ε0],

(5.2)

where uε and v are strong solutions to problems (Pε) and (P0) respectively,

β = min{1/4, (p− 1)/2p},

µ(T, u0ε, u1ε, fε) = C
(∣∣A1/2

0 u0ε

∣∣+
∣∣B(u0ε)

∣∣1/2 + |u1ε|+ ||fε||W 1, p(0,T ;H)

)
,

M2(T, u0ε, u1ε, fε)

=
∣∣A0u0ε

∣∣+
∣∣A1u0ε

∣∣+
∣∣A1/2

0 u1ε

∣∣+
∣∣B(u0ε)

∣∣+
∣∣B(u0ε)

∣∣1/2 + ||fε||W 1, p(0, T ;H).

If B = 0, then in (5.1) and (5.2), C = C(T, p, ω0, ω1), ε0 = ε0(ω0, ω1) and

M2(T, u0ε, u1ε, fε) =
∣∣A0u0ε

∣∣+
∣∣A1/2

0 u1ε

∣∣+
∣∣A1u0ε

∣∣+ ||fε||W 1, p(0, T ;H).

In this case β = (p− 1)/2p in (5.1) and β = min{1/4, (p− 1)/2p} in (5.2).

Proof. During the proof, we will agree to denote all constants

C(T, p, ω0, ω1, L(µ)),M1(T, u0ε, u1ε, fε), ε0(ω0, ω1, L), γ(ω0, ω1, L(µ)) by C,

M1, ε0 and γ, respectively.

First of all, let us observe that, from (H1) and (H2), we obtain(
(A1 +ω1A0)u, u

)
=
(
A1u, u

)
+ω1

(
A0u, u

)
≥ −ω1

(
A0u, u

)
+ω1

(
A0u, u

)
= 0.

Thus A1 + ω1A0 is positive, which implies∣∣∣(A1u, v
)∣∣∣ ≤ ∣∣∣((A1 + ω1A0)u, v

)∣∣∣+ ω1 |A1/2
0 u| |A1/2

0 v|

=
(

(A1 + ω1A0)1/2u, (A1 + ω1A0)1/2 v
)

+ ω1 |A1/2
0 u| |A1/2

0 v|

≤
(

(A1 + ω1A0)u, u
)1/2 (

(A1 + ω1A0)v, v
)1/2

+ ω1 |A1/2
0 u| |A1/2

0 v|
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≤
(

2ω1 (A0u, u)
)1/2 (

2ω1 (A0v, v)
)1/2

+ω1

∣∣∣A1/2
0 u

∣∣∣ ∣∣∣A1/2
0 v

∣∣∣ ≤ 3ω1

∣∣∣A1/2
0 u

∣∣∣ ∣∣∣A1/2
0 v

∣∣∣ , ∀u, v ∈ D(A0). (5.3)

If f, fε ∈W k,p(0, T ;H) with k ∈ N and p ∈ (1,∞], then f, fε ∈ C([0, T ];H).

Moreover, there exist extensions f̃ , f̃ε ∈W k,p(0,∞;H) such that{
||f̃ ||C([0,∞);H) + ||f̃ ||Wk,p(0,∞;H) ≤ C(T, p) ||f ||Wk,p(0,T ;H),

||f̃ε||C([0,∞);H) + ||f̃ε||Wk,p(0,∞;H) ≤ C(T, p) ||fε||Wk,p(0,T ;H).
(5.4)

Let us denote by ũε the unique strong solution to the problem (Pε),

defined on (0,∞) instead of (0, T ) and f̃ε instead of fε.

From Lemma 3.1, it follows that ũε ∈W 2,∞
γ (0,∞;H)∩W 1,2

γ (0,∞;D(A0)),

A
1/2
0 ũε ∈ L∞γ (0,∞;H), A0ũε ∈ L∞γ (0,∞;H) with γ = γ(ω0, ω1, L(µ)).More-

over, due to this lemma and (5.4), the following estimates

||A1/2
0 ũε||C([0, t];H) + ||ũ′ε||L2(0, t;H) ≤ C µ, ∀ε ∈ (0, 1], ∀t ≥ 0, (5.5)

||ũ′ε||C([0, t];H) + ||A1/2
0 ũ′ε||L2(0, t;H) ≤ C e12L2(µ) tM2, ∀ε ∈ (0, 1], ∀t ≥ 0,

(5.6)∣∣∣∣A0ũε
∣∣∣∣
C([0, t];H)

≤ CM2 e
(6L2(µ)+1) t, ∀ε ∈ (0, 1/2], ∀t ≥ 0,

are valid. By Theorem 4.1, the function wε, defined by

wε(t) =

∫ ∞
0

K(t, τ, ε) ũε(τ) dτ,

is the strong solution in H to the problem{
w′ε(t) +

(
A0 + εA1

)
wε(t) = F (t, ε), t > 0,

wε(0) = w0,
(5.7)

for every ε ∈ (0, ε0], where

F (t, ε) = f0(t, ε)u1ε +

∫ ∞
0

K(t, τ, ε) f̃ε(τ) dτ −
∫ ∞

0
K(t, τ, ε)B

(
ũε(τ)

)
dτ,
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f0(t, ε) =
1√
π

[
2 exp

{ 3t

4ε

}
λ
(√ t

ε

)
− λ
(1

2

√
t

ε

)]
, w0 =

∫ ∞
0

e−τ ũε(2ετ)dτ.

Since A0 is closed, then from the estimates (5.5), we deduce that

||A1/2
0 wε||C([0, t;H) ≤ C µ, ∀ε ∈ (0, 1], ∀t ≥ 0. (5.8)

Proof of the estimate (5.1). Using properties (vi), (viii), (x), from

Lemma 4.1, and (5.5), we obtain that

||ũε − wε||C([0, t];H) ≤ C µε1/4, ∀ε ∈ (0, ε0], ∀t ≥ 0. (5.9)

In what follows, let us observe that∣∣∣A1/2
0

(
ũε(t)− wε(t)

)∣∣∣ ≤ ∫ ∞
0

K(t, τ, ε)
∣∣∣A1/2

0

(
ũε(t)− ũε(τ)

)∣∣∣ dτ
≤
∫ ∞

0
K(t, τ, ε)

∣∣∣∣∫ t

τ

∣∣∣A1/2
0 ũ′ε(s)

∣∣∣ ds∣∣∣∣ dτ
≤
∫ ∞

0
K(t, τ, ε) |t− τ |1/2

∣∣∣∣∫ t

τ

∣∣∣A1/2
0 ũ′ε(s)

∣∣∣2 ds∣∣∣∣1/2 dτ
≤ C eγ tM2 ε

1/4, ∀ε ∈ (0, ε0], ∀t ≥ 0. (5.10)

Denote by R(t, ε) = ṽ(t) − wε(t), where ṽ is the strong solution to the

problem (P0) with f̃ instead of f, T = ∞ and wε is the strong solution of

(5.7). Then, due to Theorem 2.2, R(·, ε) ∈ W 1 ,∞
γ (0,∞; H) and R is the

strong solution in H to the problem{
R′(t, ε) +A0R(t, ε) = εA1ωε(t) +B(wε(t))−B(ṽ(t)) + F(t, ε), a.e. t > 0,

R(0, ε) = R0,

where R0 = u0 − w0 and

F(t, ε) = f̃(t)−
∫ ∞

0
K(t, τ, ε)f̃ε(τ) dτ

−f0(t, ε)u1ε −B
(
wε(t)

)
+

∫ ∞
0

K(t, τ, ε)B
(
ũε(τ)

)
dτ. (5.11)
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Taking the inner product in H by R and then integrating, from (H1) and

(HB1), we obtain

|R(t, ε)|2+2

∫ t

t0

∣∣∣A1/2
0 R(s, ε)

∣∣∣2 ds ≤ |R(t0, ε)|2+2 ε

∫ t

t0

(
A1wε(s), R(s, ε)

)
ds

+2

∫ t

t0

∣∣F(s, ε) +B
(
wε(s)

)
−B

(
ṽ(s)

)∣∣ |R(s, ε)| ds, ∀t ≥ t0 ≥ 0.

Using (5.3), from the last equality, we deduce

|R(t, ε)|2 +

∫ t

t0

∣∣∣A1/2
0 R(s, ε)

∣∣∣2 ds
≤ |R(t0, ε)|2 + 2

∫ t

t0

∣∣F(s, ε) +B
(
wε(s)

)
−B

(
ṽ(s)

)∣∣ |R(s, ε)| ds

+9ω2
1 ε

2

∫ t

t0

∣∣∣A1/2
0 wε(s)

∣∣∣2 ds, ∀t ≥ t0 ≥ 0. (5.12)

Applying Lemma of Brézis to (5.12), we get

|R(t, ε)|+
(∫ t

t0

∣∣∣A1/2
0 R(s, ε)

∣∣∣2 ds)1/2

≤
√

2 |R(t0, ε)|+
√

2

∫ t

t0

|F(s, ε) +B(wε(s))−B(ṽ(s))| ds

+3
√

2ω1ε
(∫ t

t0

∣∣∣A1/2
0 wε(s)

∣∣∣2 ds)1/2)
, ∀t ≥ t0 ≥ 0. (5.13)

Using (HB1), we get the estimate∣∣B(wε(t))−B(ṽ(t)
)∣∣ ≤ L(µ)

∣∣A1/2
0 (wε(t)− ṽ(t))

∣∣ = L(µ)
∣∣A1/2

0 R(t, ε)
∣∣,

which, together with (5.8) and (5.13), gives

|R(t, ε)|+
(∫ t

t0

∣∣∣A1/2
0 R(s, ε)

∣∣∣2 ds)1/2

≤
√

2
(
|R(t0, ε)|
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+

∫ t

t0

(
|F(s, ε)|+ C ε

)
ds+ L(µ)

∫ t

t0

∣∣∣A1/2
0 R(s, ε)

∣∣∣ ds), ∀t ≥ t0 ≥ 0.

(5.14)

Applying Lemma 1.1 to the inequality (5.14), we get

|R(t, ε)|+
(∫ t

0

∣∣∣A1/2
0 R(s, ε)

∣∣∣2 ds)1/2

≤ 2e12L2(µ)t
(
|R0|

+

∫ t

0

(
|F(s, ε)|+ C ε

)
ds
)
, ∀t ≥ 0. (5.15)

From (5.6), it follows that∣∣R0

∣∣ ≤ |u0ε − u0|+
∫ ∞

0
e−τ
∣∣ũε(2ετ)− u0ε

∣∣ dτ ≤ |u0ε − u0|+∫ ∞
0

e−τ
∫ 2ετ

0

∣∣ũ′ε(s)∣∣ ds dτ ≤ |u0ε − u0|+

C εM2

∫ ∞
0

τ e−τ+γ ε τ dτ ≤ |u0ε − u0|+ CM2 ε, ∀ε ∈ (0, ε0]. (5.16)

In what follows, we will estimate
∣∣F(t, ε)

∣∣. Using the property (x) from

Lemma 4.1 and (5.4), we have∣∣∣f̃(t)−
∫ ∞

0
K(t, τ, ε) f̃ε(τ) dτ

∣∣∣ ≤ |f̃(t)−f̃ε(t)|+
∣∣∣f̃ε(t)−∫ ∞

0
K(t, τ, ε) f̃ε(τ) dτ

∣∣∣
≤ |f̃(t)− f̃ε(t)|+ C(T, p)‖f ′ε‖Lp(0,T ;H) ε

(p−1)/2 p, ∀ε ∈ (0, ε0], ∀t ∈ [0, T ].

(5.17)

Since

eτλ(
√
τ) ≤ C, ∀τ ≥ 0,

the estimates∫ t

0
exp

{3τ

4ε

}
λ
(√τ

ε

)
dτ ≤ C ε

∫ ∞
0

e−τ/4 dτ ≤ Cε, ∀t ≥ 0,

∫ t

0
λ
(1

2

√
τ

ε

)
dτ ≤ ε

∫ ∞
0

λ
(1

2

√
τ
)
dτ ≤ C ε, ∀t ≥ 0,
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hold. Then ∣∣∣ ∫ t

0
f0(τ, ε) dτ

∣∣∣ ≤ C ε, ∀ε ∈ (0, ε0], ∀t ≥ 0. (5.18)

In what follows we will estimate the difference

I(t, ε) =

∫ ∞
0

K(t, τ, ε)B
(
ũε(τ)

)
dτ −B

(
wε(t)

)
= I1(t, ε) + I2(t, ε), (5.19)

where, due to the property (viii) from Lemma 4.1, we have

I1(t, ε) =

∫ ∞
0

K(t, τ, ε)
(
B
(
ũε(τ)

)
−B

(
wε(τ)

))
dτ,

I2(t, ε) =

∫ ∞
0

K(t, τ, ε)
(
B
(
wε(τ)

)
−B

(
wε(t)

))
dτ.

Using (HB1) and (5.5), (5.8), (5.10), we deduce the estimates

|I1(t, ε)| ≤ L(µ)

∫ ∞
0

K(t, τ, ε)
∣∣A1/2

0 ũε(τ)−A1/2
0 wε(τ)

∣∣ dτ
≤ CM2 e

γ t ε1/4, ∀ε ∈ (0, ε0], ∀t ≥ 0, (5.20)∣∣B(wε(t))−B(wε(τ)
)∣∣ ≤ L(µ)

∣∣A1/2
0 wε(t)−A1/2

0 ũε(t)
∣∣

+L(µ)
∣∣A1/2

0 wε(τ)−A1/2
0 ũε(τ)

∣∣+ L(µ)
∣∣A1/2

0 ũε(t)−A1/2
0 ũε(τ)

∣∣
≤ CM2 ε

1/4
(
eγ t+eγ τ

)
+L(µ)

∣∣∣∫ t

τ
|A1/2

0 ũ′ε(s)| ds
∣∣∣, ∀ε ∈ (0, ε0], ∀t ≥ 0, ∀τ ≥ 0.

Using the last estimate, (5.6) and properties (viii), (ix) from Lemma 4.1, for

I2(t, ε) we get the estimate

|I2(t, ε)| ≤ CM2 e
γ tε1/4

+L(µ)

∫ ∞
0

K(t, τ, ε) |t− τ |1/2
∣∣∣ ∫ t

τ
|A1/2

0 ũ′ε(s)|2 ds
∣∣∣1/2 dτ

≤ CM2 e
γ t ε1/4, ∀ε ∈ (0, ε0], ∀t ≥ 0. (5.21)
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From (5.19), using (5.20) and (5.21), for I(t, ε), we get the estimate

|I(t, ε)| ≤ CM2 e
γ t ε1/4, ∀ε ∈ (0, ε0], ∀t ≥ 0. (5.22)

Using (5.4), (5.17), (5.18) and (5.22), from (5.11), we obtain∫ t

0

∣∣F(τ, ε)
∣∣ dτ ≤ C (M2 ε

β + ||fε − f ||Lp(0,T ;H)

)
, ∀ε ∈ (0, ε0], ∀t ∈ [0, T ].

(5.23)

From (5.15), using (5.16) and (5.23), we get the estimate

||R||C([0, t];H) + ||A1/2
0 R||L2(0,t;H)

≤ C
(
M2 ε

β + |u0ε − u0|+ ||fε − f ||Lp(0,T ;H)

)
, ∀ε ∈ (0, ε0], ∀t ∈ [0, T ].

(5.24)

Consequently, from (5.9) and (5.24), we deduce

||ũε − ṽ||C([0,t];H) ≤ ||ũε − wε||C([0,t];H) + ||R||C([0,t];H)

≤ C
(
M2 ε

β + |u0ε − u0|+ ||fε − f ||Lp(0,T ;H)

)
, ∀ε ∈ (0, ε0], ∀t ∈ [0, T ].

(5.25)

Since uε(t) = ũε(t) and v(t) = ṽ(t), for all t ∈ [0, T ], then the estimate (5.1)

follows from (5.25).

Proof of the estimate (5.2). From (5.10), it follows that

∣∣∣∣A1/2
0 uε −A1/2

0 wε
∣∣∣∣
C([0,T ];H)

≤ CM2 ε
1/4, ∀ε ∈ (0, ε0]. (5.26)

Since uε(t) = ũε(t) and v(t) = ṽ(t), for all t ∈ [0, T ], the estimate (5.2) is a

simple consequence of (5.26) and (5.24). �

Remark 5.1. If in conditions of Theorem 5.1 f, fε ∈ W 1,∞(0, T ;H), then

in (5.1), (5.2), β = 1/4 .
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Theorem 5.2. Let T > 0 and p ∈ (1,∞]. Let us assume that A0, A1 satisfy

(H1), (H2), and B verifies (HB1), (HB2) and (HB3). If u0, u0ε, A0u0,

A0u0ε, A1u0ε, Bu0ε, u1ε, f(0), fε(0) ∈ D(A0) and f, fε ∈ W 2,p(0, T ;H), then

there exist C = C(T, p, ω0, ω1, L(µ), L1(µ1), ||B′(0)||) > 0, ε0 ∈ (0, 1), ε0 =

ε0(ω0, ω1, L(µ)), such that

||u′ε − v′ + hεe
−t/ε||C([0, T ] ;H) +

∣∣∣∣A1/2
0

(
u′ε − v′ + hεe

−t/ε)∣∣∣∣
L2(0,T ;H)

≤ C
(
M3

3(T, u0ε, u1ε, fε) ε
β + DεM4

)
, ∀ε ∈ (0, ε0], (5.27)

where uε and v are strong solutions to (Pε) and (P0) respectively,

hε = fε(0)− (A0 + εA1)u0ε −B(u0ε)− u1ε, β = min{1/4, (p− 1)/2p},

µ1 = C
(
µ+ |(A0 + εA1)u0ε|

)
,

M3(T, u0ε, u1ε, fε) = |A0u0ε|+ |A1u0ε|+ |(A0 + εA1)u1ε|+

+|B(u0ε)|1/2 + |(A0 + εA1)hε|+ ||fε||W 2, p(0, T ;H) + 1.

M4(T, u0, f) = |A0u0|+ |B(u0)|+ ||f ||W 1, p(0, T ;H).

Dε = ||fε − f ||W 1, p(0, T ;H) + |A0(u0ε − u0)|+ |B(u0ε)−B(u0)|.

If B = 0, then

||u′ε−v′+hεe−t/ε||C([0, T ] ;H) ≤ C
(
M3(T, u0ε, u1ε, fε) ε

(p−1)/2p+Dε

)
, ∀ε∈(0, ε0],

∣∣∣∣A1/2
(
u′ε−v′+hεe−t/ε

)∣∣∣∣
L2(0,T ;H)

≤ C
(
M3(T, u0ε, u1ε, fε) ε

β+Dε

)
, ∀ε∈(0, ε0]

with C = C(T, ω0, ω1, p), ε0 = ε0(ω0, ω1), hε = fε(0)− (A0 + εA1)u0ε − u1ε,

M3(T, u0ε, u1ε, fε) = |A0u0ε|+ |A1u0ε|+ |(A0 + εA1)u1ε|

+|(A0 + εA1)hε|+ ||fε||W 2, p(0, T ;H) + 1.

Dε = ||fε − f ||W 1, p(0, T ;H) + |A0(u0ε − u0)|.
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Proof. In the proof of this theorem, we will agree to denote all constants

C(T, p, ω0, ω1, L(µ), L1(µ1), ||B′(0)||), γ(ω0, ω1, L(µ), L1(µ)), ε0(ω0, ω1, L(µ)),

M3(T, u0ε, u1ε, fε) by C, γ, ε0 and M3 respectively. Also we preserve for

ṽ(t), ũε(t), f̃(t) and f̃ε(t) the same notations as in Theorem 5.1.

By Lemma 3.2, we have that the function

z̃ε(t) = ũ′ε(t) + hεe
−t/ε, with hε = fε(0)− u1ε − (A0 + εA1)u0ε −B(u0ε),

is the strong solution in H to the problem{
εz̃′′ε (t) + z̃′ε(t) + (A0 + εA1)z̃ε(t) = F̃(t, ε), t > 0,

z̃ε(0) = fε(0)− (A0 + εA1)u0 ε −B(u0ε), z̃′ε(0) = 0,

where

F̃(t, ε) = f̃ ′ε(t)−
(
B(ũε(t))

)′
+ e−t/ε (A0 + εA1)hε

and z̃ε possesses the properties

z̃ε ∈W 1,∞
γ (0,∞;H) ∩W 1,2

γ (0,∞;H), A1/2z̃ε ∈W 1, 2
γ (0,∞;H).

Moreover, by this lemma and the second inequality from (5.4), the following

estimate

||A1/2
0 z̃ε||C([0, t];H) + ||z̃′ε||C([0, t];H) +

∣∣∣∣A1/2
0 z̃′ε

∣∣∣∣
L2(0, t;H)

≤ CM2
3 e

γ(µ) t, ∀ε ∈ (0, 1], ∀t ≥ 0, (5.28)

holds.

Since z̃′ε(0) = 0, from Theorem 4.1, the function w1ε(t), defined by

w1ε(t) =

∫ ∞
0

K(t, τ, ε) z̃ε(τ) dτ, (5.29)

verifies in H the following conditions{
w′1ε(t) + (A0 + εA1)w1ε(t) = F1(t, ε), a. e. t > 0,

w1ε(0) = ϕ1ε,
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for every 0 < ε ≤ ε0, where

F1(t, ε) =

∫ ∞
0

K(t, τ, ε)f̃ ′(τ) dτ −
∫ ∞

0
K(t, τ, ε)

(
B(ũε)

)′
(τ) dτ

−
∫ ∞

0
K(t, τ, ε) e−τ/ε dτ (A0 + εA1)h, ϕ1ε =

∫ ∞
0

e−τ z̃ε(2ετ) dτ.

Moreover, since A0 is closed, we have∣∣∣A1/2
0 w1 ε(t)

∣∣∣ ≤ ∫ ∞
0

K(t, τ, ε)
∣∣∣A1/2

0 z̃ε(τ)
∣∣∣ dτ

≤ CM2
3 e

γ(µ) t, ∀ε ∈ (0, ε0], ∀t ∈ [0, T ]. (5.30)

Using (5.29), the property (viii) and (ix) from Lemma 4.1 and (5.28), we

get the estimate∣∣z̃ε(t)− w1ε(t)
∣∣ ≤ ∫ ∞

0
K(t, τ, ε)

∣∣z̃ε(t)− z̃ε(τ)
∣∣ dτ

≤
∫ ∞

0
K(t, τ, ε)

∣∣∣ ∫ t

τ

∣∣z̃′ε(s)∣∣ ds∣∣∣ dτ ≤ CM2
3

∫ ∞
0

K(t, τ, ε)
∣∣eγ t − eγ τ ∣∣ dτ

≤ CM2
3

∫ ∞
0

K(t, τ, ε) |t− τ |
(
eγ τ + eγ t

)
dτ

≤M2
3 e

γ(µ) t ε1/2, ∀ε ∈ (0, ε0], ∀t ≥ 0,

which implies∣∣∣∣z̃ε − w1ε

∣∣∣∣
C([0,t];H)

≤ CM2
3 e

γ t ε1/2, ∀ε ∈ (0, ε0], ∀t ≥ 0. (5.31)

Similar to the proof of (5.10), using (5.28), we get∣∣∣∣A1/2
0

(
z̃ε − w1ε

)∣∣∣∣
C([0,t];H)

≤ CM2
3 e

γ t ε1/4, ∀ε ∈ (0, ε0], ∀t ≥ 0. (5.32)

Let v1(t) = ṽ′(t), where ṽ is the strong solution to the problem (P0) with f̃

instead of f and T = ∞. Let us denote by R1(t, ε) = v1(t) − w1ε(t). The

function R1(t, ε) verifies in H the following equalities{
R′1(t, ε) +A0R1(t, ε) = F1(t, ε)− I(t, ε) + εA1ω1ε(t), t > 0,

R1(0, ε) = R10,
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where

R10 = f(0)−A0u0 −B(u0)− ϕ1ε,

F1(t, ε) = f̃ ′(t)−
∫ ∞

0
K(t, τ, ε) f̃ ′(τ) dτ+

∫ ∞
0

K(t, τ, ε) e−τ/ε dτ (A0+εA1)hε,

I(t, ε) =
(
B(v)

)′
(t)−

∫ ∞
0

K(t, τ, ε)
(
B(ũε)

)′
(τ)dτ. (5.33)

Due to estimate (5.28), it follows thatR10 ∈ H. In addition, F1 ∈ L1(0, T ;H)

for each T > 0. According to Theorem 2.2, A1/2
0 ṽ ∈ W 1, 2(0, T ;H). There-

fore, due to condition (HB3) and the estimates (2.21), (2.22), we have that(
B(ṽ)

)′ ∈ L1(0, T ;H) for each T > 0, because∣∣∣(B(ṽ(t)
))′∣∣∣ ≤ ||B ′(0)|| |ṽ′(t)|+ L1(µ)

∣∣A1/2
0 ṽ(t)

∣∣ ∣∣A1/2
0 ṽ′(t)

∣∣, a. e. t > 0.

Similarly, due to (HB3) and the estimates (3.3), (3.4), we deduce that(
B(ũε)

)′ ∈ L2
γ(0,∞;H). Using the property (ix) from Lemma 4.1, we con-

clude that I ∈ L1(0, T ;H) for each T > 0.

Accordingly, using (5.30), similarly to (5.13) we obtain

|R1(t, ε)|+ ||A1/2
0 R1||L2(t0,t;H) ≤

√
2|R1(t0, ε)|

+
√

2

∫ t

t0

|F1(τ, ε)− I(τ, ε)| ds

+3
√

2ω1 ε

∫ t

t0

|A1/2
0 ω1ε(s)|2ds

)1/2
, ∀t ≥ t0 ≥ 0. (5.34)

Using the properties (viii), (ix) from Lemma 4.1 and the inequalities (5.4),

we get ∣∣∣f̃ ′(t)− ∫ ∞
0

K(t, τ, ε) f̃ ′ε(τ) dτ
∣∣∣

≤ |f̃ ′(t)− f̃ ′ε(t)|+
∫ ∞

0
K(t, τ, ε)

∣∣f̃ ′ε(τ)− f̃ ′ε(t)
∣∣ dτ

≤ |f̃ ′(t)−f̃ ′ε(t)|+||f̃ ′′ε ||Lp(0 ,∞; H)

∫ ∞
0

K(t, τ, ε) |t−τ |(p−1)/p dτ ≤ |f̃ ′(t)−f̃ ′ε(t)|
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+C(T, p) ||f ′′ε ||Lp(0, T ;H) ε
(p−1)/2p, ∀ε ∈ (0, ε0], ∀t ∈ [0, T ], (5.35)

In what follows, we will evaluate the difference

I(t, ε) =
(
B
(
ṽ(t)

))′ − ∫ ∞
0

K(t, τ, ε)
(
B(ũε)

)′
(τ)dτ = I1(t, ε) + I2(t, ε),

(5.36)

where

I1(t, ε) =
(
B(ṽ(t))

)′ − (B(ũε(t))
)′
,

I2(t, ε) =
(
B
(
ũε(t)

))′ − ∫ ∞
0

K(t, τ, ε)
(
B
(
ũε(τ)

))′
dτ.

Using (HB3) and (5.5), (2.22), (5.2), we obtain the inequality∣∣I1(t, ε)
∣∣ =

∣∣B ′(ṽ(t)) ṽ′(t)−B ′(ũε(t)) ũ′ε(t)
∣∣

≤
∣∣B ′(ũε(t))(ṽ′(t)− ũ′ε(t))∣∣+

∣∣∣(B ′(ũε(t))−B ′(ṽ(t))
)
ṽ′(t)

∣∣∣
≤ µ2(T )

∣∣A1/2
0

(
ṽ′(t)− ũ′ε(t)

)∣∣
+L1(µ1)

∣∣∣A1/2
0

(
ũε(t)− ṽ(t

) ∣∣∣ ∣∣A1/2
0 ṽ′(t)

∣∣, ∀ε ∈ (0, ε0], a. e. t ∈ (0, T ),

where µ2(T ) = L1(µ)µ+ ||B′(0)||. Since

v′(t)− ũ′ε(t) = R1(t, ε) + w1ε − z̃ε(t) + hε e
−t/ε,

due to (2.22), (5.2) and (5.32), we get∫ t

t0

∣∣I1(s, ε)
∣∣ ds ≤ C (εβM2

3 +Dε

)
M4 +µ2(T )

∫ t

t0

∣∣A1/2R1(s, ε)
∣∣ ds, (5.37)

for every ε ∈ (0, ε0], 0 ≤ t0 ≤ t ≤ T.
Now we are going to evaluate I2(t, ε). As∣∣∣(B(ũε)

)′
(t)−

(
B(ũε)

)′
(τ)
∣∣∣ ≤ I21(t, τ, ε) + I22(t, τ, ε), (5.38)

where

I21(t, τ, ε) =
∣∣B ′(ũε(τ)

) (
ũ′ε(t)− ũ′ε(τ)

)∣∣,
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I22(t, τ, ε) =
∣∣∣(B ′(ũε(t))−B ′(ũε(τ)

))
ũ′ε(t)

∣∣∣,
At the beginning, let us estimate I21(t, τ, ε). Using (HB3) and (5.5), (5.28),

we obtain

I21(t, τ, ε) ≤ L1(µ)
∣∣A1/2

0 ũε(t)
∣∣ ∣∣A1/2

0

(
ũ′ε(t)− ũ′ε(τ)

)∣∣
+
∣∣∣∣B ′(0)

∣∣∣∣ |ũ′ε(t)− ũ′ε(τ)| ≤ C µ2(T )
∣∣A1/2

0

(
ũ′ε(t)− ũ′ε(τ)

)∣∣
≤ C µ2(T )

(∣∣A1/2
0

(
z̃ε(t)− z̃ε(τ)

)∣∣+
∣∣A1/2

0 hε
∣∣ (e−t/ε + e−τ/ε

))
≤ C µ2(T )

( ∣∣∣ ∫ t

τ

∣∣A1/2
0 z̃′ε(s)

∣∣ ds∣∣∣+
∣∣A1/2

0 hε
∣∣ (e−t/ε + e−τ/ε

))
≤ C µ2(T )

((
|t− τ |1/2

∣∣∣ ∫ t

τ

∣∣A1/2
0 z̃′ε(s)|2 ds

∣∣∣1/2 +
∣∣A1/2

0 hε
∣∣ (e−t/ε + e−τ/ε

))
≤ C µ2(T )M2

3

((
eγ(L(µ)) t + eγ(L(µ)) τ

)
|t− τ |1/2

+e−t/ε + e−τ/ε
)
, ∀ε ∈ (0, ε0], ∀τ ≥ 0, ∀t ≥ 0.

From the last estimate, due to properties (viii) and (ix) from Lemma 4.1,

we get ∫ ∞
0

K(t, τ, ε) I21(t, τ, ε) dτ ≤ C µ2(T )M2
3

(
ε1/4e−t/ε+

+

∫ ∞
0

K(t, τ, ε) e−τ/ε dτ
)
, ∀ε ∈ (0, ε0], ∀t ∈ [0, T ]. (5.39)

Now, let us estimate I22(t, τ, ε). Due to (HB3) and (5.6), (5.28), we obtain

I22(t, τ, ε) ≤ L1(µ)
∣∣A1/2

0

(
ũε(t)− ũε(τ)

)∣∣ ∣∣A1/2
0 ũ′ε(t)

∣∣
≤ L1(µ)

∣∣∣ ∫ t

τ
|A1/2

0 ũ′ε(s)| ds
∣∣∣ (∣∣A1/2

0 z̃ε(t)
∣∣+ ∣∣A1/2

0 hε
∣∣e−t/ε) ≤ CM3

3

(
eγ(L(µ)) t

+eγ(L(µ)) τ
)
×
(
eγ(L(µ)) τ + e−t/ε

)
|t− τ |1/2, ∀ε ∈ (0, 1], ∀τ ≥ 0, ∀t ≥ 0.
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From this estimate, due to property (ix) from Lemma 4.1, we deduce that∫ ∞
0

K(t, τ, ε) I22(t, τ, ε) dτ ≤ CM3
3 ε

1/4, ∀ε ∈ (0, ε0], ∀t ∈ [0, T ].

(5.40)

From (5.38), using (5.39), (5.40) and property (xi), from Lemma 4.1, we get∫ t

t0

|I2(τ, ε)| dτ ≤ CM3
3 ε

1/4, ∀ε ∈ (0, ε0], ∀t0 ∈ [0, T ], ∀t ∈ [0, T ], ∀t > t0.

(5.41)

From (5.36), (5.37) and (5.41), it follows that∫ t

t0

∣∣I(s, ε)
∣∣ ds ≤ C (M3

3 ε
β + DεM4

)
+µ2(T )

∫ t

t0

∣∣A1/2
0 R1(s, ε)

∣∣ ds, ∀ε ∈ (0, ε0], ∀t0 ∈ [0, T ], ∀t ∈ [0, T ], t > t0.

Applying Lemma 5.2 to (5.34) and using (5.30) and the last estimate, we get

|R1(t, ε)|+ ||A1/2
0 R1||L2(0,t;H)

≤ C
(
|R1(0, ε)|+

∫ t

0
|F1(τ, ε)| ds+M3

3 ε
β +DεM4

)
, ∀t ≥ t0 ≥ 0. (5.42)

For R10, due to (5.28), we have

|R10| ≤ |f(0)− fε(0)|+ |A0(u0 − u0ε)|+ ε|A1u0ε|+ |B(u0ε)−B(u0)|

+

∫ ∞
0

e−τ |z̃ε(2ετ)− z̃ε(0)| dτ ≤ |f(0)− fε(0)|+ |A0(u0 − u0ε)|+ ε|A1u0ε|

+|B(u0ε)−B(u0)|+
∫ ∞

0
e−τ

∫ 2ετ

0
|z̃′ε(s)| ds dτ ≤ |f(0)−fε(0)|+|A0(u0−u0ε)|

+ε|A1u0ε|+ |B(u0ε)−B(u0)|+ CM2
3 ε

∫ ∞
0

τ e−τ+2 γ ε τ dτ

≤ CDε + CM2
3 ε, ∀ε ∈ (0, ε0]. (5.43)

From (5.33), using (5.35) and property (xi) from Lemma 4.1, we get∫ t

t0

|F1(s, ε)| ds ≤ CM3
3 ε

β + DεM4,
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∀ε ∈ (0, ε0], ∀t0 ∈ [0, T ], ∀t ∈ [0, T ], t > t0.

Using the last estimate and (5.43), from (5.42), we obtain

||R1(t, ε)||C([0, t];H) +
(∫ t

0

∣∣A1/2
0 R1(s, ε)

∣∣2 ds)1/2

≤ C
(
M3

3 ε
β + DεM4

)
, ∀ε ∈ (0, ε0], ∀t ∈ [0, T ],

which together with (5.31), (5.32) imply (5.27). �

6 Example

Let Ω ⊂ Rn be an open bounded set with Cm boundary ∂Ω. In the real

Hilbert space L2(Ω), with the usual inner product

(u, v) =

∫
Ω
u(x) v(x) dx,

we consider the following Cauchy problem
ε∂2
t uε + ∂tuε +

(
A0 + εA1

)
uε +B

(
uε
)

= f(x, t), x ∈ Ω, t > 0,

uε(x, 0) = u0ε(x), ∂t uε(x, 0) = u1ε(x), x ∈ Ω,

∂juε
∂νj

∣∣∣
∂Ω

= 0, j = 0, 1, . . . ,m− 1, t ≥ 0,

(6.1)

where ∂x = (∂x1 , ∂x2 , . . . , ∂xn) and A0(x, ∂x), A1(x, ∂x) are differential op-

erators of orders m and q, respectively, of the following type: D(A0) =

H2m(Ω) ∩Hm
0 (Ω),

A0(x, ∂x)u(x) =
∑
|α|≤m

(−1)|α| ∂α
(
aα(x)∂αu(x)

)
, u ∈ D(A0), aα ∈ Cm(Ω)

(6.2)

and D(A1) = H2r(Ω) ∩Hr
0(Ω),

A1(x, ∂x)u(x) =
∑
|α|≤r

(−1)|α| ∂α
(
cα(x)∂αu(x)

)
, u ∈ D(A1), cα ∈ Cr(Ω),

(6.3)



174 Andrei Perjan, Galina Rusu

where

α = (α1, . . . , αn), αi ∈ N, |α| = α1 + · · ·+ αn, ∂
α =

( ∂

∂x1

)α1

. . .
( ∂

∂xn

)αn
.

We will suppose that operators Ai, i = 0, 1 are self-adjoint, i. e.∫
Ω

(
Ai(x, ∂x)u(x)

)
v(x) dx =

∫
Ω
u(x)

(
Ai(x, ∂x)v(x)

)
dx, ∀u, v ∈ D(Ai).

(6.4)

Moreover, we will suppose that∑
|α|≤m

(
aα(x) ξα, ξα

)
Rn
≥ a0 ||ξ||2m, ∀x ∈ Ω̄, ∀ξ = (ξi)

n
1 ∈ Rn, a0 > 0 (6.5)

Conditions (6.4) and (6.5) assure the strong ellipticity of the operator A0.

For r ≤ m, conditions (6.2)-(6.5) imply (H1) and (H2).

Define the operator B by:

D(B) = L2(Ω) ∩ L2(q+1)(Ω), Bu = b |u|qu.

If b > 0, then B is a Fréchet derivative of convex and positive functional B,
which is defined as follows

D(B) = Lq+2(Ω) ∩ L2(Ω), Bu =
b

q + 2

∫
Ω
|u(x)|q+2 dx,

and the Fréchet’s derivative of operator B is defined by the relationships

D
(
B′(u)

)
= {v ∈ L2(Ω) : uq v ∈ L2(Ω)}, B′(u)v = b (q + 1)|u|q v.

First of all, let us observe that∣∣∣|t|q t− |τ |q τ ∣∣∣ =
∣∣∣ ∫ t

τ

d

ds

(
|s|qs

)
ds
∣∣∣ = (q + 1)

∣∣∣ ∫ t

τ
|s|qds

∣∣∣
≤ (q + 1)|t− τ |1/2

∣∣∣ ∫ t

τ
|s|2qds

∣∣∣1/2 =
q + 1√
2q + 1

|t− τ |1/2
∣∣∣|t|2q+1 − |τ |2q+1

∣∣∣1/2
≤ (q + 1)|t− τ |

(
|t|2q + |τ |2q

)1/2
.
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Then, if n > 2m and q ∈ [0, 2m/(n−2m)], using Hölder’s inequality, Sobolev-

Rellich-Kondrachov embedding theorem and condition (6.5), we obtain

||Bu1 −Bu2||2L2(Ω) = b2
∫

Ω

∣∣∣ |u1(x)|qu1(x)− |u2(x)|qu2(x)
∣∣∣2 dx

≤ C(q, b)

∫
Ω

∣∣u1(x)− u2(x)
∣∣2 (∣∣u1(x)

∣∣2q +
∣∣u2(x)

∣∣2q) dx
≤ C(q, n, b)||u1 − u2||2L2n/(n−2m)(Ω)

(
||u1||2qLqn/m(Ω)

+ ||u2||2qLqn/m(Ω)

)
≤ C(q, b, n,Ω)||u1 − u2||2Hm

0 (Ω)

(
||u1||2qHm

0 (Ω) + ||u2||2qHm
0 (Ω)

)
≤ C(q, n, b,Ω)

∣∣∣A1/2
0 (u1−u2)

∣∣∣2 (|A1/2
0 u1|2q + |A1/2

0 u2|2q
)
, ∀u1, u2 ∈ D(A

1/2
0 ).

(6.6)

In the same way, if n = 2m, m > 1 and q ∈ [(m− 1)/2m,∞), we obtain

||Bu1 −Bu2||2L2(Ω) ≤ C(q, b)

∫
Ω

∣∣u1(x)− u2(x)
∣∣2 (∣∣u1(x)

∣∣2q +
∣∣u2(x)

∣∣2q) dx
≤ C(q, n, b)||u1 − u2||2L2m(Ω)

(
||u1||2qL2mq/(m−1)(Ω)

+ ||u2||2qL2mq/(m−1)(Ω)

)
≤ C(q, b, n,Ω)||u1 − u2||2Hm

0 (Ω)

(
||u1||2qHm

0 (Ω) + ||u2||2qHm
0 (Ω)

)
≤ C(q, n, b,Ω)

∣∣∣A1/2
0 (u1−u2)

∣∣∣2 (|A1/2
0 u1|2q + |A1/2

0 u2|2q
)
, ∀u1, u2 ∈ D(A

1/2
0 ).

(6.7)

Similarly, we prove the inequality (6.6) in the case when n < 2m and q ≥ 0.

Due to inequalities (6.6) and (6.7), if Ω is bounded with Cm boundary ∂Ω,

the condition (6.5) is fulfilled and q verifies
q ∈ [0, 2m/(n− 2m)], if n > 2m,

q ∈ [(m− 1)/2m),∞), if n = 2m, m > 1,

q ∈ [0,∞), if n = 2, m = 1,

q ∈ [0,∞), if n < 2m,

(6.8)

then the operator B verifies (HB1).
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If n > 2m and q ∈ (1, 2m/(n − 2m)], then, in the same way as the

inequality (6.6) was proved, we deduce that

||
(
B′(u1)−B′(u2)

)
v||2L2(Ω) = b2(q + 1)2

∫
Ω

∣∣∣ |u1(x)|q − |u2(x)|q
∣∣∣2 |v(x)|2 dx

≤ C(q, b)

∫
Ω
|u1(x)− u2(x)|2

(
|u1(x)|2(q−1) + |u2(x)|2(q−1)

)
|v(x)|2 dx

≤ C(q, b) ||v||2
L2n/(n−2m)(Ω)

||u1 − u2||2L2n/(n−(n−2m)q)(Ω)

×
(
||u1||2(q−1)

L2n/(n−2m)(Ω)
+ ||u2||2(q−1)

L2n/(n−2m)(Ω)

)
≤

≤ C(n, q, b,Ω) ||u1 − u2||2Hm
0 (Ω) ||v||

2
Hm

0 (Ω)

(
||u1||2(q−1)

Hm
0 (Ω) + ||u2||2(q−1)

Hm
0 (Ω)

)
≤ C(n, q, b,Ω)

∣∣∣A1/2
0 (u1 − u2)

∣∣∣2 |A1/2
0 v|2(

|A1/2
0 u1|2(q−1) + |A1/2

0 u2|2(q−1)
)
, ∀u1, u2, v ∈ D(A

1/2
0 ). (6.9)

Similarly, if n = 2m and q ∈ (1,m), then, we deduce that

||
(
B′(u1)−B′(u2)

)
v||2L2(Ω)

≤ C(q, b)

∫
Ω
|u1(x)− u2(x)|2

(
|u1(x)|2(q−1) + |u2(x)|2(q−1)

)
|v(x)|2 dx

≤ C(q, b) ||v||2
L2m/(m−q)(Ω)

||u1 − u2||2L2m(Ω) ×
(
||u1||2(q−1)

L2m(Ω)
+ ||u2||2(q−1)

L2m(Ω)

)
≤ C(n, q, b,Ω) ||u1 − u2||2Hm

0 (Ω) ||v||
2
Hm

0 (Ω)

(
||u1||2(q−1)

Hm
0 (Ω) + ||u2||2(q−1)

Hm
0 (Ω)

)
≤ C(n, q, b,Ω)

∣∣∣A1/2
0 (u1 − u2)

∣∣∣2 |A1/2
0 v|2

(
|A1/2

0 u1|2(q−1) + |A1/2
0 u2|2(q−1)

)
,

(6.10)

for every u1, u2, v ∈ D(A
1/2
0 ).

Also, if n = 2m, m > 2 and q ≥ (3m− 2)/2m, then

||
(
B′(u1)−B′(u2)

)
v||2L2(Ω)

≤ C(q, b)

∫
Ω
|u1(x)− u2(x)|2

(
|u1(x)|2(q−1) + |u2(x)|2(q−1)

)
|v(x)|2 dx
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≤ C(q, b) ||v||2L2m(Ω) ||u1 − u2||2L2m(Ω)

×
(
||u1||2(q−1)

L2m(q−1)/(m−2)(Ω)
+ ||u2||2(q−1)

L2m(q−1)/(m−2)(Ω)

)
≤ C(n, q, b,Ω) ||u1 − u2||2Hm

0 (Ω) ||v||
2
Hm

0 (Ω)

(
||u1||2(q−1)

Hm
0 (Ω) + ||u2||2(q−1)

Hm
0 (Ω)

)
≤ C(n, q, b,Ω)

∣∣∣A1/2
0 (u1 − u2)

∣∣∣2 |A1/2
0 v|2

(
|A1/2

0 u1|2(q−1) + |A1/2
0 u2|2(q−1)

)
,

(6.11)

for every u1, u2, v ∈ D(A
1/2
0 ).

Similarly, we prove the inequality (6.9), in the case when n < 2m and

q ≥ 1. Therefore, if Ω is bounded with Cm boundary ∂Ω, (6.5) is fulfilled

and q verifies {
q ∈ [1, 2m/(n− 2m)], if n > 2m,

q ∈ [1,∞), if n ≤ 2m,
(6.12)

then, due to (6.9), (6.10), (6.11), the operator B verifies (HB3).

The unperturbed Cauchy problem associated to (6.1) is
∂tuε(x, t) +A0(x, ∂x)uε(x, t) +B(uε(x, t)) = f(x, t), x ∈ Ω, t > 0,

uε(x, 0) = u0ε(x), x ∈ Ω,

∂juε
∂νj

∣∣∣
∂Ω

= 0, j = 0, 1, . . . ,m− 1, t ≥ 0,

(6.13)

According to Theorem 5.1, we have

Theorem 6.1. Let Ω ⊂ Rn be an open bounded set with Cm boundary ∂Ω.

Let us assume that T > 0, p ∈ (1,∞], r ≤ m, b > 0, q verifies (6.8) and

(6.4)-(6.5) are fulfilled. If u0, u0ε ∈ H2m(Ω) ∩ Hm
0 (Ω), u1ε ∈ Hm

0 (Ω) and

f, fε ∈W 1,p(0, T ;L2(Ω)) then there exist C = C(T, p, a0, b, n,m, q,Ω, µ) > 0

and ε0 = ε0(a0, n,m,Ω, µ), ε0 ∈ (0, 1), such that

||uε − v||C([0,T ];L2(Ω)) + ||uε − v||L2(0,T ;Hm
0 (Ω))

≤ C
(
M2(T, u0ε, u1ε, fε) ε

β + ||fε − f ||Lp(0,T ;L2(Ω)) + ||u0ε − u0||L2(Ω)

)
,
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∀ε ∈ [0, ε0],

where uε and v are the strong solutions to the problems (6.1) and (6.13),

respectively,

M2(T, u0ε, u1ε, fε)

= ||A1/2
0 u1ε||L2(Ω) + ||A0u0ε||L2(Ω) + ||A1u0ε||L2(Ω) + ||fε||W 1,p(0, T ;L2(Ω)),

µ(T, u0ε, u1ε, fε) = C
(
||u1ε||L2(Ω) + ||A1/2

0 u0ε||L2(Ω) + ||fε||W 1,p(0, T ;L2(Ω))

)
,

β = min{1/4, (p− 1)/2p}.

Using Theorem 5.2, we can prove

Theorem 6.2. Let Ω ⊂ Rn be an open bounded set with Cm boundary ∂Ω.

Let us assume that T > 0, p ∈ (1,∞], r ≤ m, b > 0, q verifies (6.12) and

(6.4)-(6.5) are fulfilled. If uε, u0ε, A0u0, hε ∈ H2m(Ω)∩Hm
0 (Ω), u1ε ∈ Hm

0 (Ω)

and f, fε ∈W 2,p(0, T ;L2(Ω)) then there exist

C = C(T, p, a0, b, n,m, q,Ω, µ, µ1) > 0 and ε0 = ε0(a0, n,m,Ω, µ),

ε0 ∈ (0, 1), such that

||u′ε − v′ + hεe
−t/ε||C([0,T ];L2(Ω)) + ||u′ε − v′ + hεe

−t/ε||L2(0,T ;Hm
0 (Ω))

≤ C
(
M2(T, u0ε, u1ε, fε) ε

β + DεM4

)
, ∀ε ∈ [0, ε0],

where uε and v are the strong solutions to the problems (6.1) and (6.13), re-

spectively,

hε = fε(0)−(A0+εA1)u0ε−B(u0ε)−u1ε, µ1 = C(µ+||(A0+εA1)u0ε||L2(Ω)),

M2(T, u0ε, u1ε, fε)

= ||A1/2
0 u1ε||L2(Ω) + ||A0u0ε||L2(Ω) + ||A1u0ε||L2(Ω) + ||fε||W 1,p(0, T ;L2(Ω)),

µ(T, u0ε, u1ε, fε) = C
(
||u1ε||L2(Ω) + ||A1/2

0 u0ε||L2(Ω) + ||fε||W 1,p(0, T ;L2(Ω))

)
,

β = min{1/4, (p− 1)/2p}.

Dε = ||fε − f ||W 1,p(0,T ;L2(Ω)) + ||u0ε − u0||L2(Ω) + ||B(u0ε)−B(u0)||L2(Ω).
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Remark 6.1. If Ω = Rn with n > 2m, q ∈ [1, 2m/(n−2m)] and there exists

c0 > 0 such that∣∣∣ ∑
|α|≤r

(
cα(x) ξα, ξα

)
Rn

∣∣∣ ≤ c0

∑
|α|≤m

(
aα(x) ξa, ξα

)
Rn
, ∀x ∈ Ω̄, ∀ξ = (ξi)

n
1 ∈ Rn

the statements of Theorems 6.1 and 6.2 remain also valid.
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